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1.1. Introduction 

The proposed algorithm for incremental mining 

of sequential patterns, Progressive  RFM 

(Restrictions, Frequency, Monetary)-Miner is 

developed to extract useful patterns from pro-

gressive databases. This work is preceded by de-

velopment of two algorithms, RFMLPrefixSpan 

and  RFM-PrefixSpan. These are Restrictions-

based sequential pattern mining algorithms that 

work well with static databases. With dynamic 

changes these algorithms need to re-mine entire 

database to get new updated constraint based 

patterns.  RFM-PrefixSpan is a special case of  

RFML-PrefixSpan algorithm without length con-

straint. As discussed, in Chapter 3, selection of 

restrictions, frequency and monetary constraints 

is specific to customer value analysis for RFM. 

However, RFML PrefixSpan studies customer 

purchasing behavior for any application. The se-

lection of appropriate constraints makes the dif-

ference in their application. This research work 

started with study of customer purchasing behav-

ior to present  RFML-PrefixSpan algorithm. 

Later, we continued our study for RFM domain, 

and hence use  RFM-PrefixSpan algorithm as a 

vital step for our proposed incremental mining 

algorithm, Progressive  RFM-Miner. However, 

all these three algorithms make use of proposed  

REPRE framework to incorporate constraints. 

1.2. Progressive RFM-Miner: An algorithm 

for incremental mining of sequential patterns 

As databases develop, the problem of maintain-

ing sequential patterns over an extensively long 

period of time turn into essential, since a large 

number of new records may be added to a data-

base. To reflect the current state of the database 

where previous sequential patterns become insig-

nificant due to the addition of fresh sequential 

patterns, it is must to have competent approaches 

and algorithms that can maintain and manage the 

updated knowledge. Incremental mining algo-

rithms efficiently calculate the new set of fre-

quent item sets by fundamentally reusing before-

hand mined information and attempting to merge 

Algorithm for Incremental Mining of Sequential Patterns 

Ms. Pooja Agrawal1 , Dr. Ashish Rastogi2 &  Dr. R. P. Dubey3 
1 Research Scholar (Ph.D.), Dr. C. V. Raman University, Kargi Road Kota, Bilaspur,C.G. India 

2 Prof. & Head, Dept. of CS/IT , Sri Satya Sai Institute of Sc. & Tech. Bhopal , MP 

3 Pro V.C., Dr. C.V.Raman University, Kargi Road, Bilaspur, C.G. 

 

Abstract 

In this paper an efficient, Progressive  algorithm to handle the maintenance problem of  RFM-

sequential patterns is proposed . An updated  RFM-tree is built using the  RFM- sequential patterns 

obtained from the static database to control the dynamic nature of data updating process and dele-

tion process into the sequential pattern mining problem.  
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this information with the fresh data. In fact, sev-

eral application domains incrementally update 

the contents of databases. For instance, append-

ing of newly bought items for existing customers 

for their later buying and/or inclusion of new 

shopping successions for new customers causes 

the shopping transaction database to grow on a 

daily basis (Wang et al., 2007). This helps to re-

duce the computational and I/O expenses (Chen 

and Cook, 2007).  

Here, an efficient algorithm to handle the main-

tenance problem of  RFM-- PrefixSpan algo-

rithm (Restriction, Frequent, Monetary-

constraints based sequential patterns) is pre-

sented. In order to efficiently capture the dy-

namic nature of data addition and deletion into 

the mining problem, initially,  RFM-tree is con-

structed using the  RFM patterns obtained from 

static database. Then, the database gets updated 

from the distributed sources that have data which 

may be static, inserted, or deleted. Whenever the 

database is updated from the multiple sources, 

RFM tree is also updated by including the up-

dated sequence. Then, the updated RFM-tree is 

used to mine the progressive  RFMpatterns using 

the proposed tree pattern mining algorithm. 

1.3. Preliminaries 

Let S =〈(p1, t1, M1 ),( p2, t2, M2 )… ( pn, tn, Mn)〉 

be a data sequence of database D, where p j is an 

item,  mj is a purchasing money and  tj signifies 

the time at which  pj occurs, 1 ≤j ≤n and tj-1 ≤tj 

for 2 ≤j ≤n. P denotes a set of items in the data-

base D. I = { i1, i2, …….., im } be a set of literals, 

called items. An item set ‘X’ is a set of items 

hence, X≤I. A sequence S = (s1, s2, ….., sn) is an 

ordered set of item sets. Consider two sequences 

S1 = (a1, a2, ……, ak) and S2 = (b1, b2, ……, 

bl). We say that S1 contains S2, or equivalently, 

S2  is a subsequence of S1 if there exist integers 

j1, j2, …..jl , such that 1 < j1 < j2 <…..< jl < k and 

b1 Íaj1, b2 Íaj2, …, bl Íajl, represented as S2 ÍS1. A 

sequence ‘S’ is said to be constrained if a se-

quence ‘S’ contain a specified constraint, C. 

For the incremental update problem, we consider 

that the constraint sequential pattern mining can 

be executed on database D to find the constraint 

sequences. But, the database D is updated by in-

serting or deleting set of sequences dB. Let us 

denote the updated database U such that 

U=D⋃dB. Here, the incremental update problem 

is to find all constraint frequent sequences in the 

database U for each next time intervals without 

scanning the whole database U. 

The algorithms considers user-specified compact 

threshold ‘TC ‘, monetary threshold ‘Tm ‘ , 

length threshold ls and a user defined minimum 

support threshold ‘min_sup’ to consider the com-

pactness, monetary, length and frequency con-

straints in database ‘D’ . 

1.3.1. Terms Used in Algorithm 

i. RFM-tree: For a Progressive Database D, we 

can construct a  RFM-tree after mining the  RFM 

patterns from it. Here, every node ‘n’ in the  

RFM-tree contains items and its relevant infor-
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mation, represented as, n= [(p {t1, tn}), (M, F)+, 

where, ‘p’ is the item, t1 is the starting time inter-

val, tn is the ending time interval, M is monetary 

and F is frequency. Here, the depth of the  RFM-

tree, ‘d’ is equivalent to the larger length of the  

RFM-sequential patterns. 

ii. Empty node: A node in the  RFM-tree is 

called as empty node only if (a) t1 and tn is filled 

with zero, (b) ‘p’ should contain the item infor-

mation and (c) M and F have the zero value. This 

node is necessary for building the  RFM-tree af-

ter mining the sequences from the static database 

because the  RFM-miner does not satisfy the 

downward closure property. So, some of the se-

quential patterns are frequent but, their subsets 

may not be frequent. These types of subsets are 

stored in the empty nodes, but their supersets are 

stored in the precious  RFM-node that is fre-

quent. 

iii. Precious  RFM-node: A node in the  RFM-

tree is called as precious  RFM-node only if (a) t1 

and tn contains the information of time occur-

rence, (b) ‘p’ should contain the item and, (c) M 

and F have the valuable information about its 

monetary and frequency. 

iv. Updated  RFM tree: After inserting some 

nodes in  RFM-tree on behalf of updated data-

base, then it is called as, updated  RFM-tree, in 

which some nodal information database D and a 

sequence SU = {(qm, tn+1, Mm)} be an updated 

sequence, where pj is an item, mj is a purchasing 

money and tj signifies the time at which pj oc-

curs, 1 ≤ j ≤ n and tj-1 ≤ tj for 2 ≤ j ≤ n. ‘P’ de-

notes a set of items in the database D. A se-

quence SS = {(q1, t1, M1),(q2, t2, M2),...,(qm, tm, 

Mm)} is said to be a progressive compact se-

quence only if,  

(a) item set SS is a subsequence of S||SU,  

(b) SS should have item, qm, and  

(c) the compactness constraint is satisfied, i.e.            

tm – t1 ≤ TC. 

viii. Progressive compact monetary sequence: 

Let S = {( p1, t1, M1), (p2, t2, M2), …, (pn, tn,Mn)} 

be a data sequence of database D and a sequence 

SU = {(qm, tn+1, Mm)} be an updated sequence, 

where pj is an item, mj is a purchasing money 

and tj  signifies the time at which pj occurs, 1 ≤ j 

≤ n and   tj-1 ≤ tj for 2 ≤ j ≤ n. ‘P’ denotes a set of 

items in the database D. A sequence SS={(q1, t1, 

M1),(q2, t2, M2),...,(qm, tm, Mm)} is said to be a 

progressive compact monetary sequence only if,  

(a) item set SS is a subsequence of S||SU,  

(b) SS should have item qm,  

(c) the compactness constraint is satisfied, i.e.  

tm – t1 ≤ TC and  

(d) the monetary constraint is satisfied, i.e. {(M1 

+ M2+ ...+ Mm) / m} ≥ Tm. 

1.3.2. Types of Update Operations in Incre-

mental Mining 

There are two types of updates that can be made 

in Progressive Database. These are insertion of 

new sequences in database, referred as INSERT 

in this chapter and appending new item/itemsets 

in existing sequences referred as APPEND. IN-
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SERT is easier to handle as compared APPEND 

(Cheng et al., 2004). A frequent sequence in ‘U’ 

as a result of INSERT operation is either due to 

this sequence being frequent in ‘DB’ or in ‘db’ 

or in both. So, mining algorithm can be extended 

to handle INSERT. But, in case of APPEND; 

appended items may produce new local frequent 

sequences in ‘db’. Even, local infrequent se-

quences may also contribute their occurrence 

count in original database ‘DB’ to generate result 

as frequent sequences. For example, if there are 

1000 sequences in ‘DB’ and 25 in ‘db’ with 

min_sup as 5%. Let, there be sequence, ‘s’ 

which has 49 occurrences in ‘DB’ so it is infre-

quent with ‘min_sup’ as 4.9%. It is also treated 

as infrequent with 1 occurrence in ‘db’ as 

‘min_sup’ would be 4%. It however, becomes 

frequent in ‘U’ with 50 occurrences, with 

‘min_sup’ as 5%. As the item/item sets are ap-

pended in existing sequences so ‘U’ have 1000 

sequences, even after APPEND.  

1.4. Stepwise execution of the algorithm 

Generally, the change on a Progressive Database 

can be categorized as (a) deleting records, (b) 

inserting new records and (c) appending new 

items on the existing records. 

By handling these issues, the proposed algorithm 

was designed with the aid of five major steps. 

i. Mining of  RFM sequential patterns from the 

static database 

ii. Building up the  RFM-tree from the  RFM 

patterns 

iii. Handling the update operation 

iv. Handling the node deletion operation in the 

updated  RFM-tree 

v. Mining of progressive  RFM patterns from the 

progressive database 

1.4.1. Step 1: Mining of RFM Sequential Pat-

terns from the Static Database 

In this,  RFM patterns from the static database 

are efficiently mined using the  RFM algorithm 

proposed in previous chapter. It discovers 1-

length compact frequent patterns (1-CF) by con-

sidering compactness threshold (TC) and support 

threshold (min_sup). Then, 1-length sequential 

patterns (1- RFM) are filtered from mined 1-CF 

patterns by inputting the monetary constraint 

(Tm). Subsequently, the projected database is 

built corresponding to the mined 1-CF patterns 

and 2- CF patterns that are mined from the pro-

jected database. Again, we found the 2- RFM 

sequential patterns from it and the process was 

applied recursively until all length RFM sequen-

tial patterns were mined.  

Example: The sample database is given in Table 

1.1 in which the timestamps T1 to T5 are static 

set of data, whereas the timestamps T6 to T7 are 

the updated set of data.  

The corresponding monetary values of all the 

items are given in Table 1.2 and the mined  RFM

-sequential patterns using our previous algorithm 

for the input thresholds, (min_sup >=2, TC <= 3, 

Tm >=10) are shown in Table 1.3. 

1.4.2. Step 2: Building up the  RFM-tree from 
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the  RFM Patterns 

After the mining process of the RFM-sequential 

patterns, we have built the RFMtree from the 

mined  RFM-sequential patterns. The process of 

building up the  RFM- tree is explained as fol-

lows. The monetary value and the frequency 

value of each of the patterns should be main-

tained properly. The RFM tree that contains all 

the sequential patterns are building up, by which 

mines the progressive  RFM-patterns without 

candidate generation, requires the less database 

scans to achieve a highly compact frequency and 

the monetary tree structure. According to the fre-

quency and monetary list, it produces a RFM-

pattern tree, which can store compact informa-

tion on transactions involving sequential pat-

terns. At first, transactions are inserted into the 

RFM-tree according to a predefined order one by 

one. The order of all the patterns of a RFM-tree 

is maintained by a list, which maintains the cur-

rent frequency value and the monetary value 

with the timestamp of each item. Here, each 

level refers to the length of sequential patterns so 

the depth of the RFM-tree is identical to the 

maximum length of the sequential patterns. 

Example: The first insertion phase begins with 

the root node by taking all the mined patterns. 

By taking the patterns that has prefix ‘a’, the ob-

tained sequential patterns from the  RFM-mining 

algorithm are <ac>, <acb>, <acc>. Initially, the 

empty node ‘a’ is appended with the root node of 

the tree by giving the corresponding monetary 

value and the frequency value. When we take the 

obtained sequential pattern <ac>, here the pre-

cious  RFM-node ‘c’ is added to the node ‘a’ to 

achieve the building process of <ac>. 

The monetary value of ‘ac’ is considered as 11, 

which is found to compute the average of heir 

monetary values. Likewise, all the remaining 

patterns are utilized to build the RFM pattern 

tree. The final RFM-tree for the static database is 

shown in Figure 6.1. 

1.4.3. Step 3: Handling the Update Operation 

After building up the RFM-tree from static data-

base, we have to build the tree structure of the 

updated sequences. After inserting some of the 

transactions, if items order of the list deviates 

from current frequency and monetary to a speci-

fied degree, the RFM-tree is dynamically re-

structured by current frequency and monetary 

and the list updates the pattern order with the 

current list. The sequential patterns obtained 

from the updated sequences are incremented 

based on timestamps, monetary value and the 

frequency of each patterns. While updating the 

tree structure, RFM-tree constantly maintains 

initial sort order of sequential patterns with their 

information. Thus, it adds new frequent items at 

the end of a list and it constructs to maintain the 

frequency of each item and in tree structure as 

new nodes. The information about frequency and 

monetary value should be updated in a timely 

manner. The timestamp of sequence in the child 

node should be updated as new one. This is rea-
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sonable because for every element between old 

timestamp and new one, they are already ap-

pended to this node as a candidate sequential pat-

tern with old timestamp. Thus, sequential pat-

terns between old timestamp and new one can be 

found. Additionally, for elements after the new 

timestamp, appending them to the node having 

sequence with new timestamp is the only way to 

find up-to-date sequential patterns beginning at 

the new timestamp. 

Example: By considering the updating nodes of 

the RFM-tree, the newly inserted items are ar-

rived in a periodic manner. Here, in timestamp 

T6, the items ‘<h>’ and ‘<cb>’ are the new set of 

items. We have to update these into the existing 

RFM-tree dynamically. 

While updating ‘<h>’, the progressive compact 

sequence obtained are <ch>, <(bc)h>, <c(bc)h>, 

<(bc)(ae)h>, <cbh>, <cch>, <ccah>, <cceh>. 

These patterns are updated sequentially into the  

RFM-pattern tree along with the information 

about the frequency and the monetary value of 

the updated nodes. Similarly, the other updated 

sequence, ‘<cb>’ is also updated in the  RFM-

pattern tree and form the updated  RFM-tree. 

The updated RFM-tree with timestamp T6 is 

given in Figure 6.2. 

In the  RFM-tree, the newly updated node to the 

root node is marked as in dotted line, whereas 

the update process is done in the existing nodes 

is indicated as a thin line and the dark line repre-

sents the nodes in which there is no update is 

carried out. For mining the progressive  RFM 

patterns, we have used the user specified thresh-

olds, (min_sup >= 1, TC <= 4, Tm>=10). 

1.4.4. Step 4: Handling the Node Deletion Op-

eration in the Updated  RFM-tree 

On mining progressive  RFM sequential patterns, 

the newly arrived patterns may not be identified 

as frequent one if static database is a larger one. 

It is noted that users are usually more interested 

in recent data than old ones. So, deletion of an 

item from  RFMtree is carried out utilizing time 

information stored in every node. Thus, incom-

pact nodes and the non-zero infrequent nodes 

should be deleted from the final updated  RFM-

tree. 

Example: To delete obsolete sequences, time-

stamp stored with each node is considered. We 

have deleted the incompact nodes, which don’t 

satisfy the user specified threshold, where there 

is no update process are carried out. As well, we 

have removed the non-zero infrequent nodes in 

which the frequent value is less than the thresh-

old. The  RFM-tree with no incompact nodes is 

shown in Figure 6.3.  

1.4.5. Step 5: Mining of  RFM Patterns from 

the Progressive Database 

After the construction of updated RFM-tree, the 

progressive RFM patterns are mined from it 

based on the user specified thresholds. Here, tree 

pattern mining is done that uses top-down proc-

ess to mine RFM-patterns. The mining process is 

started from the top nodes of the RFM-tree and 
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their corresponding paths are extracted from it. 

Then, by combining the nodes of each level, the 

progressive  RFM patterns are obtained. 

Example: From final updated  RFM-Tree shown 

in Figure 6.4, one of the top nodes <bc> and its 

corresponding paths are extracted. From the 

paths, each level of nodes are combined so that 

progressive  RFM patterns, {<(bc)>, <(bc)h> <

(bc)(ae)h} are obtained. Figure 6.5 (a) shows ex-

tracted path for node <bc> and each level with 

previous level are combined so that  RFM pat-

terns can be achieved, shown in Figure 6.5 (b), 

6.5 (c) and 6.5 (d). The mined sequential  RFM-

patterns for all top nodes are given in the Table 

6.4. 

The pseudo code for the proposed procedure for 

mining the progressive  RFMpatterns is given as 

follows. 

1.5. PSEUDO CODE 

Input:  RFM-tree, min_sup, Tm 

Output: A complete set of Progressive  RFM 

patterns 

Assumptions: 

i. m Number of nodes (next to the root node) 

in the constructed  RFM-tree 

ii. min_sup Minimum support threshold 

iii. S_patSequential pattern 

iv. PRFM_patProgressive  RFM-patterns 

v. kNumber of distinct paths 

vi. DDepth of the path 

vii. piItem information in the node 

begin 

for each node ‘m’ in  RFM tree 

for ( j = 1; j < k; j ++ ) 

d [j] = distinctpath. RFM_tree 

do_miner (d[j]) 

if ( support(S_pat*l+)≥ min_sup & Tm) 

P RFM_pat << S_pat 

endif 

endfor 

endfor 

end 

subroutine: do_miner (d[j]) 

begin 

p.l = top node.d[j] 

S_pat << p.l 

for ( i = 1 ; i < D ; i ++) 

p.(i+1) = p.i ‖p.(i+1) 

S_pat << p.(i+1) 

endfor 

end 

1.6. EXPERIMENT SETUP AND DATASET 

DESCRIPTION 

The experiment has been carried out on a 2.9 

GHz, dual core PC machine with 1 GB main 

memory running a 32-bit version of Windows 

XP for Progressive RFM-Miner and IncSpan al-

gorithms. The proposed incremental mining al-

gorithm has been designed so that it can execute 

in a distributed environment, which means the 

updating of data records can be done from multi-

ple sources. So, the algorithm is executed in 
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thread environment, in which the updating of 

data records is done in various threads. 

Datasets: The performances of the algorithms 

have been evaluated using the synthetic datasets 

as well as real life datasets (Appendix).  

Synthetic dataset: A set of synthetic data se-

quence is generated by a data generator which is 

designed for testing sequential pattern mining 

algorithms. It has been implemented using the 

concept of IBM data generator. Each data se-

quence contains a sequence of item sets and dif-

ferent time values are assigned to the items in 

different item sets. However, same time value is 

assigned to items which are in the same item 

sets. A Progressive Database that contains 1000 

records with 4 transactions is used for the experi-

ment.  

Real life datasets: The UCI machine learning 

repository is used. This data describes the page 

visits of users. Visits are recorded at the level of 

URL category in time order ("frontpage", 

"news", "tech", "local", "opinion", "on-air", 

"misc", "weather", "health", "living", "business", 

"sports", "summary", "bbs" (bulletin board ser-

vice), "travel", "msn-news", and "msn-sports"). 

The real dataset with 1000 records of 10 transac-

tions is used for the experiments. 

1.7. Result Analysis 

The experimental results of the proposed algo-

rithm for mining of progressive RFMsequential 

patterns are described in this section. The experi-

mental results are compared with well-known 

incremental IncSpan algorithm. The progressive 

RFM-Miner and IncSpan algorithms were imple-

mented using Java language (jdk 1.7). The Table 

1.5 shows the patterns mined by the proposed 

algorithm and the Incspan algorithm. The Inc-

span algorithm produced the rules based on fre-

quency of the items. The proposed algorithm 

mines the most desired and useful sequences  

compared with the previous algorithm. This is 

due to the incorporation of the constraints in the 

Progressive RFM-Miner algorithm. 

From the table, most of the sequences containing 

the 1-length patterns such as <b> and <c> are 

mined from the database using the proposed al-

gorithm. But, the IncSpan algorithm mined the 

sequences of having the patterns of <a>, <d>, 

<g> and <e> as well. 

When analyzing these patterns, it can be identi-

fied that <h> and <a> have less monetary value. 

On the other hand, <d>, <g> and <e> are not re-

cently frequent items. 

In next section, the performance analysis of the 

proposed algorithm is done to justify its effi-

ciency which is due incremental mining of se-

quential patterns from progressive database. 

1.8. Performance Analysis 

The performance of the proposed RFM-Miner 

algorithm for sequential pattern mining from 

progressive database is evaluated by three stan-

dard evaluation measures. They are,  

(a) Number of sequential patterns, that is, the 

significant number of sequential patterns gener-
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ated based upon the given minimum support 

threshold,  

(b) Execution time, that is, the time taken to exe-

cute the computer program and the  

(c) Memory usage, that is, the memory utilized 

by the current jobs present in the particular sys-

tem. The proposed algorithm is compared with 

the well known incremental algorithm, IncSpan 

using both the synthetic and the real life datasets. 

1.8.1 Effect of support values 

The experiment results are plotted using graphs 

from Figure 1.6 to 1.8. Here, the input sequences 

have been varied in certain time intervals. The 

generated number of sequences shows better re-

sults in our proposed approach as given in Figure 

1.6 for both synthetic and real datasets. How-

ever, the execution time of the RFM-Miner gets 

slightly slipped down in some cases than the Inc-

Span algorithm for synthetic datasets. It maintain 

the same trend for real datasets by giving better 

results than the IncSpan algorithm as obvious 

from graph of Figure 1.7.The effective usage of 

the memory is given by the proposed algorithm 

for both types of datasets as shown in Figure 1.8. 

1.9. Conclusion 

An efficient, Progressive  RFM-miner algorithm 

is proposed in this Chapter to handle the mainte-

nance problem of  RFM-sequential patterns. An 

updated  RFM-tree is built using the  RFM- se-

quential patterns obtained from the static data-

base to control the dynamic nature of data updat-

ing process and deletion process into the sequen-

tial pattern mining problem. Subsequently, the 

database gets updated from the distributed data-

base that may be static, inserted, or deleted. 

Whenever the database is updated from the mul-

tiple sources,  RFM tree is also updated by in-

cluding the updated sequence. The updated  

RFMtree is used to mine the progressive  RFM-

patterns using the proposed tree pattern mining 

algorithm. Eventually, the experimentation is 

carried out using the synthetic and real life data-

sets that are given to the progressive  RFM-

miner using thread environment. The experimen-

tal results and analysis provides better results in 

terms of the evaluation measures over the well –

known IncSpan algorithm.  
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Abstract 

In todays scenario high occupational mobility, high ambition and desire for high standard of living 

is leading to high incidence of suicidal deaths. Nowadays suicidal gesture, attempted suicide & well 

successful suicide cases are seen in the society often on. Though the world has developed with the 

introduction of science and technology no country in the world is totally free from the issue of Self 

Intentional Harm. No  creature on earth  can destroy its life by itself other than human being. To-

day without any age variation people kill or try to kill themselves using various modes. Through 

this study the researcher intends to study the level of committing suicide in developed country like 

Germany. Researcher included the age ,sex ,reasons and different methods of the same under the 

objectives of study. 

Introduction 

Suicide is not new in human history rather it is as 

old as humanity itself and its sources reaches far 

back into the beginning of the culture. It is a spe-

cifically human problem. Any animal can die by 

disease and can be destroyed intentionally or ac-

cidentally by an outside agency but as far as we 

know only man can will his death and kill him-

self. At some stage of evolution man must have 

discover that he can kill himself. It is the most 

personal action, which an individual can take. 

The study on suicide illustrates that human ac-

tion, however personal is also interaction with 

other people and that the individual can not un-

derstood in isolation from his social matrix. 

 Suicide is widely prevalent and no nation and 

culture has escaped from it, though the toll varies 

from place to place. The prevalence of suicide in 

to-days world is quite alarming. In year 2000 

about 800000 suicide deaths occurred world-

wide. The World Health Organization estimates 

that more people die each year from suicide than 

in all the worlds arm conflicts. 

The word suicide was first used by Sir Thomas 

Browne in his ReligioMedici  in 1642 and subse-

quently by Walter Charleton in 1651. Prior to the 

introduction of word “Suicide” self destruction, 

self killing and self murder were in practice. 

 Suicide has been defined by Becketal as, “a 

willfulself inflicted life threatening act which 

results in death.” 

Schneidman (1976) defined it as, “the human act 

of self inflicted,self intentional cessation of life”. 

It is an act committed out of constricted thinking, 

tunnelled  logic and acute anguish.  

 The world health organization defines sui-cidal 

act “as the injury with varying degrees of lethal 
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intent and suicide may be defined as a suicidal 

act with fatal outcome.” Durkheim (1858-1917) 

defined suicide as “death resulting directly or 

indirectly from a positive or negative act of the 

victim himself, which he knows will produce this 

result.” This excludes those who survive the at-

tempt.  

 Suicide may be defined as, “an intentional act 

causing harm to a person amounting to death and 

committed by person himself in the absence of 

contribution from any external agency particu-

larly in the commencement of act.” Recently the 

term suicide has been replaced by “Intentional 

Self-Harm”(ISH) in the scientific literature due 

to derogatory nature of the word “Suicide”. 

Nowadays suicidal gesture, attempted suicide, 

well successful suicide cases are every now and 

then we see or hear in the society.  

Aims and objectives 

1. To find out the percentage of age and gender 

among the victims who committed suicide. 

2. To assess various reasons caused for Inten-

tional Self Harm. 

 3. To assess the methods adopted for suicide. 

Materials and Methods  

The researcher has prepared a questionnaire   and 

interviewed  different  people  who are associ-

ated to victims family and collected  the data. 

Conclusion 

The researcher has drawn 100 sample from the 

District of  Aichach to make the afore study. The 

result  has shown that among the people  of  Ai-

chach District in the state of Bavaria the percent-

age of committing suicide among the men are 

very higher than the women. The majority 

among the victims come under the age of 15-25. 

The study showed  that  main reasons for the 

same is love affair and bankruptcy. 
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Abstract 

In this paper we present the need for methods that help the user to process, retrieve, exploit and 

clarify the available knowledge in a simple way. Fuzzy sequential mining is used to get knowledge 

regarding order of the mining results. The sequential mined results need to be represented and 

maintained with timestamp. This can be done efficiently using the lattice-theoretic framework. The 

lattice can be represented using the undirected graph to get the fuzzy sequential patterns and con-

sequently useful knowledge for business applications and otherwise. The use of lattice representa-

tion avoids scanning of the database for mining patterns. The entire database is scanned once to 

build the lattice structure which is an intermediate data structure in the memory. This reduces the 

computational time. This is a temporary data structure generated by the algorithm for its own fur-

ther use for sequential pattern mining.  

1.1. Introduction 

Sequential pattern mining is new but an interdis-

ciplinary field utilizing statistics, machine learn-

ing, and other methods. In recent years, fuzzy 

logic has also been applied to augment pattern 

mining. The application of fuzzy logics makes 

mining results more understandable and inter-

pretable, apart from being useful and informa-

tive. Fuzzy rules are useful to summarize large 

databases as they mine rules with timing infor-

mation, called fuzzy sequential patterns. The 

main challenge for the end users who work with 

large databases is to retrieve concise and under-

standable summaries. The use of fuzzy logic can 

help to extract and maintain rules and summaries 

from huge databases. This is achieved by first 

deriving linguistic summaries for the database 

and extending it further to fuzzy summaries. The 

user interaction is also useful to get interesting 

information along with different methods. The 

use of lattice structure for the summarization of 

fuzzy sequential patterns is proposed. The differ-

ent item sets of a sequence can be hierarchically 

grouped together satisfying properties of mathe-

matical lattice structure and hence can be used 

for knowledge extraction. Business and real-time 

databases mostly have numerical data that is 

time stamped. In recent times, the fuzzy set the-

ory utilization has reduced bleak cuts over the 

period, and hence provides more relevant rules. 

An efficient algorithm, PLM (ProgresLattice 

Miner) for incremental mining of fuzzy sequen-

tial pattern mining from progressive database is 

proposed. The procedure is not directly carried 
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out from progressive database, since it takes 

more time due to scanning required to find the 

support. Instead, a ProgresLattice structure is 

built that utilize standard lattice structure to re-

duce the scanning time required to mine the pat-

terns effectively. The mining procedure gives 

better computation time as only a single scan is 

required to build the lattice structure. Particu-

larly, some approaches were proposed to extract 

fuzzy sequential patterns within the historically 

stamped quantitative data (Chen et al., 2001; Hu 

et al., 2004; Fiot et al., 2006b; Huang et al., 

2010). However, to the best of our knowledge, 

there is no study made for incremental mining of 

fuzzy sequential patterns from progressive data-

bases. 

1.2 Motivation for the use of fuzzy sequential 

patterns 

This has been noticeably observed that the real-

world databases consist of numerical and time-

stamped data. We can get more relevant rules 

from these databases by making use of fuzzy set 

theory to minimize the sharp cuts between inter-

vals. The sequential pattern mining is based on 

binary valued transaction data. This should how-

ever be extended to fuzzy sequential pattern min-

ing for quantitative valued data. Fuzzy sequential 

mining generate simple and practical patterns 

which are close to human reasoning. The term 

fuzzy was introduced by Zadeh (1965) and fur-

ther studied to state that there could be additional 

zone apart from only true and false. The concept 

of fuzzy provides flexibility to model impre-

cisely defined conditions. It allows for approxi-

mate reasoning that is useful for expert systems 

with powerful reasoning capabilities. In fact, the 

logic behind any thought process is hardly two 

valued but based on imprecise and unclear truths 

and rules of inference. A fuzzy set theory is a 

logical extension of a crisp set. Crisp sets have 

only two values, 0 or 1, that means an object 

may have no membership or complete member-

ship. On the contrary, fuzzy set theory allows for 

any value between 0 and 1 and an object may 

have partial membership. This is done by intro-

ducing gradual memberships for the quantitative 

data using membership functions. Therefore, 

each quantitative item has to be partitioned into 

several fuzzy sets to mine fuzzy sequential pat-

terns (Chen et al., 2001). This redefines the con-

cept of attribute and itemset as compared to clas-

sical sequential patterns. The association of one 

item (attribute) and corresponding fuzzy set for-

mulates the fuzzy item. 

Example: Table 1.1 has 4 sequences of customer 

transactions showing purchases of hardware, 

software and accessories items from a computer 

shop. 

The software purchased by the customer can be 

modeled with [number, low] as a fuzzy item 

where low is a fuzzy set defined by a member-

ship function on the software universe of possi-

ble values of the item ‘number’. The list of fuzzy 

items is called a fuzzy itemset denoted as a pair 
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of sets (set of items, set of fuzzy sets associated 

to each item) (Hu et al., 2003). To elaborate, 

([number, low][quantity, small+) is a fuzzy item-

set having two fuzzy item ‘number’ and 

‘quantity’ for quantitative items ‘software’ and 

‘hardware’ respectively. One fuzzy itemset con-

tains only one fuzzy item related to one single 

attribute. A s-f-sequence S =< s1…sg > is a se-

quence constituted by‘s’ fuzzy itemsets s = (X, 

A) grouping together ‘f’ fuzzy items *x, a+. The 

sequence < ([number, low][ quantity, small]) 

([accessories, many]) > groups together 3 fuzzy 

items into 2 itemsets. It is a fuzzy 2-3-sequence. 

1.3. Fuzzy sequential patterns summarization 

Mining fuzzy rules is one of the best ways to 

summarize large databases while keeping infor-

mation as clear and understandable as possible 

for the end-user. The common approach to ex-

press such knowledge consists in deriving lin-

guistic summaries, which can further be ex-

tended to fuzzy summaries. Such summarization 

often requires a user interaction for quality and 

validity in order to select interesting and useful 

knowledge from the huge datasets. There are few 

methods based on functional dependencies or 

association rule mining that perform summariza-

tion using automatic generation. 

However these methods are useful for quantify-

ing and reasoning (Hu et al., 2004). For applica-

tions where it is vital to mine rules that express 

information about the order fuzzy sequential pat-

terns summarization is helpful. Initially, the 

fuzzy partitions are created for each of the nu-

merical attributes in the given crisp dataset. 

Then, using these fuzzy partitions, the fuzzy ver-

sion of the dataset are created by converting 

crisp numerical attributes and its associated nu-

merical values into fuzzy attributes and its asso-

ciated values/ membership degrees. Fuzzy se-

quential pattern mining is a significant approach, 

which deals with temporally annotated numerical 

data (Chen and Hu, 2002). It allows mining of 

frequent sequences embedded in the records. 

However, such fuzzy sequential patterns, in their 

current form, do not allow extracting temporal 

tendencies that are typical of sequential data 

(Fiot et al., 2006a). We can elaborate this by 

considering the example Table 1.1, and deriving 

the fuzzy sets for it. Table 1.1 has been parsed to 

see the frequency of purchases made for the 

hardware, software and accessories items from a 

computer retail shop. The results derived from 

this parsing are being shown in Table 1.2. The 

hardware item/s that cannot be placed on the 

slots of the motherboard has been considered as 

accessories. 

The reduction of item sets in the mining process 

is possible due to the role of fuzzy sets that trans-

form quantitative values into linguistic terms. An 

object or item may either belong to a particular 

set or not, in case of classical set theory. How-

ever, the fuzzy set theory makes it possible that 

the object can even belong to a set to a certain 

degree. This is achieved by using the linguistic 
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knowledge for the property that defines the set. 

Membership degrees indicate resemblance, am-

biguity and inclination of an object with the cor-

responding set. The quantitative attributes are 

first divided into fuzzy sets using linguistic terms 

like small, moderate, medium, large etc. We fur-

ther use the membership functions to get the 

membership degrees for each attribute and fuzzy 

set. There are different types of membership 

functions that can be used like triangular, trape-

zoidal, bell shaped, gaussian curves, polynomial 

curves, sigmoid function. By making use of 

membership function and linguistic knowledge, 

the fuzzy sets for each attribute are formulated, 

as given in Figure 1.1 (a), (b) and (c) for our ex-

ample of Table 1.2. 

As shown above, a membership function is a 

curve to represent each point of the input space 

with a membership value, that is, degree of 

membership between 0 and 1. As an example, 

consider fuzzy sets small, few and high for uni-

verse of discourse hardware with attribute as 

‘quantity’. With a crisp set, hardware quantity of 

‘0’, ‘1’ is considered as ‘small’, ‘2’ as ‘few’ and 

any quantity ‘4’ and ‘above’ is considered as 

‘high’. However, it is not clear that the hardware 

quantity of 3 purchased by customer is to be 

treated as which type of set. For a given mem-

bership function the fuzzy set is shown in Figure 

1.1 (a). The curve gives the transition from few 

to high quantity of hardware with the member-

ship degree. Figure 1.1 (b) and 1.1(c) shows the 

fuzzy sets for ‘number’ attribute of software and 

accessories respectively. The fuzzy membership 

function is applied according to the measure-

ments of spatial relations in order to examine and 

compare the resemblance between mining result 

and real spatial configuration. Subsequently, 

fuzzy comprehensive judgment of mining results 

is conducted based on correlative fuzzy theory. 

Usually the membership functions are selected 

by the user with his experience or sometimes 

even randomly. Therefore, the membership func-

tion chosen by two users could be different de-

pending upon their experiences, perspectives and 

more. They can be also designed using machine 

learning methods like artificial neural networks, 

genetic algorithms. The following factors are 

considered to determine fuzzy membership func-

tions, 

i. The membership function defines the fuzzy 

set. 

ii. A measure of the degree of similarity of an 

object to its corresponding fuzzy set is given by 

the membership function. 

iii. Membership functions are of different types 

and forms. 

Fuzzy sets can be used to (i) illustrate the rela-

tionship between data (ii) represent different 

types of associations (iii) facilitate to give min-

ing rules in linguistic terms and (iv) prevent 

abrupt boundaries when dividing the attribute 

domains. It is obvious that an element can be-

long to more than one fuzzy set at a time. So, a 
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fuzzy set ‘A’ in universe ‘U’ may be represented 

as a set of ordered pairs. Each pair consists of a 

generic element ‘E’ having a linguistic variable 

‘x’ and its grade of membership ‘m’. For given 

Progressive Database ‘D’, ,S100. high, 1} shows 

that sequence identifier ‘S100’ has ‘1’ degree 

membership for fuzzy set ‘high’, and ,S300.few, 

0.5} represents ‘S300’ has a membership degree 

of ‘0.5’ for fuzzy set ‘few’ for hardware. The 

membership degrees of all attributes for cus-

tomer sequences are summarized Table 1.3. 

1.4. Role of lattice structure 

Lattice is an important concept of discrete 

mathematics. The lattice is characterized by spe-

cific properties which makes it quite different 

from other data structures like graph, tree 

(Kumar et al., 1995). We can make use of this 

structure to represent and maintain the fuzzy se-

quential patterns. The typical definition of the 

lattice as given by mathematical theory is: 

Let (P, ⊑) be a partially order set and A ⊆ P a 

subset of P. An element p Є P is called an upper 

bound for A if a ⊑ p for all a Є A. It is called a 

lower bound for A if p ⊑ a for all a Є A. If the 

set of all upper bounds of A has a smallest ele-

ment, then this element is called the join or su-

premum or least upper bound of A. Similarly the 

largest lower bound of A (if it exists) is called 

the meet or infimum or greatest lower bound of 

A. For example, if we consider the set N of natu-

ral numbers with order relation |, ‚is a divisor of‛. 

Then the supremum of two elements a, b Є N 

equals lcm (a, b). The greatest common divisor 

gcd(a, b) is the infimum of {a, b}.A partially or-

dered set or poset (P, ⊑) is called a lattice, if for 

all x, y Є P the subset ,x, y}of P has a supremum 

and an infimum. The supremum of x and y is 

denoted by x ⊔y and the infimum as x ⊓ y. We 

can say, (R, ≤) is a lattice, if x, y Є R, then sup,x, 

y} = max,x, y} and inf,x, y} = min,x, y}. Simi-

larly, if S is a set and P = P(S) the poset of all 

subsets of S with relation ⊆, then P is a lattice 

with ⊔= ⋃ and ⊓=⋂. As stated before, if (P, ⊑) 

is a lattice, then for all x, y, z Є P has certain 

properties (Huaiguo et al., 2008) as; 

i. x ⊔ x = x and x ⊓ x = x; (Reflexive) 

ii. x ⊔ y = y ⊔ x and x ⊓ y = y ⊓ x; (Symmetric) 

iii. x ⊔ (y ⊔ z) = (x ⊔ y) ⊔ z and x ⊓ (y ⊓ z) = 

(x ⊓ y) ⊓ z; (Transitive) 

A lattice in which every subset has a supremum 

and infimum, is called a complete lattice. We can 

represent this visually by means of directed 

acyclic graph. This graph has nodes which repre-

sents elements of the poset and there is directed 

arc from node y to node x if and only if y ⊑ x. 

This type of graph is called as Hasse diagram 

that is used to represent a poset (Zhang et al., 

2008b). Usually the direction of arcs in the graph 

are avoided by showing node x above node y if  

y ⊏ x. So, the lattice can be used to represent the 

order relation or the hierarchical order of ele-

ments. This data structure could be useful for the 

fuzzy summarization of the sequential pattern 

once the fuzzy set has been formulated using the 
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linguistic knowledge and each data element is 

associated with the membership degree with 

these fuzzy sets using the membership function.  

Considering a domain of discourse in which each 

element of a set of sequence of transaction, SID 

={s1, s2, <, sn} have one or more attributes 

ATT= {a1, a2, <, am}. We have triple F = <SID, 

ATT, M>, where M is a membership degree at-

tained by a particular sequence identifier for a 

specific attribute. This membership degree is de-

rived by using some membership function. For 

example in Table 1.3, we can define a database 

D = <P, ⊑ > related to triple F as consisting of a 

set P, of sequences of transactions which are par-

tially ordered by the relation ⊑. The database is 

restricted as the attributes (ATT) in F form the 

maximal elements and the sequences of transac-

tions (SID) in F are the minimal elements. We 

can represent this database as in Figure 1.2. 

However the above graph has a key limitation, 

that is, when the ascending paths of two different 

nodes are followed, it is not necessary that we 

will reach to one single common node at their 

top. For instance, by ascending path from ‘S300’ 

and ‘S400’ we reach to node ‘few’ as well as 

‘high’. It is very unclear and ambiguous that 

whether the sequence ‘S300’ has feature of at-

tribute ‘few’ or ‘high’. In fact due to fuzziness it 

has features of both the attributes that is ‘few’ 

and ‘high’ to certain membership degree. This is 

not reflected by the use of the graph. Making use 

of lattice structure, P, with a property that every 

two elements of P have a least upper bound, 

called join or supremum and greatest lower 

bound known as meet or infimum we can take 

care of this problem. This typical feature that 

there would be always one single supremum for 

any two nodes in the lattice is termed as a clo-

sure property of lattice. This often may require 

adding some extra nodes to achieve the consis-

tency of the system. The lattice theory ensures 

that these extra nodes, added as ‘artificial’ supre-

mum of two closed sets will consist on the union 

of the maximal sequences that are contained by 

their immediate predecessors. We can have fol-

lowing lattice structure represented using the 

Hasse diagram in Figure 1.3 for the Table 1.3 

with added nodes; 

The fuzziness in the sequences for attributes is 

reflected by using the lattice structure. It has 

good properties involving the completeness of 

pairs and independence of the order of input 

variable or the attributes. No doubt, lattice struc-

ture is a robust tool that can be utilized for data 

analysis and knowledge discovery. 

1.5. Progres Lattice Miner (PLM): proposed 

algorithm for incremental mining of fuzzy se-

quential patterns 

This section proposes an algorithm, Progress 

Lattice Miner (PLM) which integrates the con-

cepts of fuzzy sets and incremental mining to 

find interesting sequential patterns from dynamic 

progressive transaction database. The limited 

number of existing algorithms for sequential pat-
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tern mining from progressive database cannot 

cope for quantitative data. This is the first study 

(to the best of our knowledge) to find the fuzzy 

sequential patterns from the progressive data-

base. The algorithm use lattice structure to store 

data along with frequency and support count. 

The following sections discuss the algorithm in 

detail. 

1.5.1. Preliminaries 

The formal definitions of some of the most rele-

vant terms are presented below; 

i. Fuzzy item: It is the association of one item 

and one fuzzy set. It is denoted by [x,a], where x 

is the item (also called attribute) and a is the as-

sociated fuzzy set. For example, [length, short] is 

a fuzzy item where short is a fuzzy set that is 

given by a membership function on the quantity 

universe of the possible values of the item 

length. 

ii. Fuzzy itemset: It is a set of fuzzy items. It can 

be denoted as a pair of sets (set of items, set of 

fuzzy sets associated to each item) or as a list of 

fuzzy items. We will note, {X, A}=([x1,a1],...,

[xp,ap]) , where X is a set of items, A is a set of 

corresponding fuzzy sets and [xi ,ai ] are fuzzy 

items. 

iii. Lattice: A partially ordered set (poset) is a set 

L with a reflexive, symmetric, transitive relation. 

A poset L is a complete lattice if every subset S Í 

L has a least upper bound ÚS (join) and a great-

est lower bound ÙS (meet). A poset L is a lattice 

if every two elements of L have a join and a 

meet. These meets and joins of binary sets will 

be written in infix notation, Ú(x, y) =xÚy and Ù

(x, y) =x Ù y . 

iv. Lattice support Ls : Let I be the set of items 

and v(i) be the value of attribute i in record. Each 

attribute i is divided into fuzzy sets. Then one 

record in a fuzzy Progressive Database consists 

of the membership degrees of each attribute to 

each fuzzy set, e.g r(x,a) =f (x) represents the 

membership degree of item/attribute x to the 

fuzzy set a in record. The support of a fuzzy se-

quence S is then computed by the formula: Ls 

=F / N , where F is the fuzzy membership value 

and N is the number of records. The maximum 

operator is used to calculate lattice support for an 

item with more than one membership degree in a 

record. 

v. ProgresLattice: It is a data structure used in 

the proposed algorithm to mine the fuzzy se-

quential patterns from progressive database. We 

make use of the traditional lattice structure 

which, hold much good properties and utilized it 

for mining frequent patterns, including the com-

pleteness of pairs in the lattice, the independence 

of the order of input variables or attributes, and 

the convenience of combining with domain 

knowledge. 

vi. PLM (ProgresLattice Miner): It is a mining 

technique for fuzzy sequential pattern mining 

from ProgresLattice. It has the ability to be ap-

plied to various fields. 

vii. Fuzzy sequential pattern: It is a type of 
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knowledge representation with fuzzy occurrence 

order information of items. It can also be defined 

as the fuzzy rules that describe the evolution of 

data over time. 

viii. Positive Fuzzy sequential pattern: A fuzzy 

sequential pattern is called as a positive fuzzy 

sequential pattern when it expresses only the oc-

currences of the fuzzy itemsets. 

ix. Negative Fuzzy sequential pattern: A fuzzy 

sequential pattern is called as a negative fuzzy 

sequential pattern when it also expresses the ab-

sences of fuzzy itemsets. 

1.5.2. Phases of the Algorithm 

The proposed PLM (Progreslattice Miner) is 

mainly achieved in the following three phases as 

represented with the model given in Figure 1.4. 

This fuzzy sequential pattern mining algorithms 

is achieved using three main phases: 

i. Finding fuzzy membership value for each 

transaction of progressive database. 

ii. Building a ProgresLattice structure with the 

aid of standard lattice structure. 

iii. Mining of fuzzy sequential patterns from Pro-

gresLattice structure. 

1.5.3. Stepwise execution 

The detailed steps of algorithm for the proposed 

ProgresLattice Mimer for mining fuzzy sequen-

tial patterns are; 

Algorithm: ProgresLattice Miner algorithm 

(PLM) 

Input: a) A specified database, DB. 

b) User specified minimum fuzzy support and 

threshold value. 

Output: Phase I: Fuzzy membership values of 

the transaction. 

Phase II: Progreslattice data structure. 

Phase III: Fuzzy sequential patterns. 

Method: 

Phase I: Finding fuzzy membership values of 

transactions on progressive database. 

Step 1. Identify the membership function to 

transform transactions of progressive database. 

Step 2. Define the fuzzy partition set for each of 

the numerical transaction value. 

Step 3. Identify and formulate the parameters for 

fuzzy partition set using linguistic terms. 

Step 4. Calculate membership value for each 

transaction using the membership function iden-

tified in Step 1. 

Step 5. Associate membership values of each 

transaction with fuzzy partitions using linguistic 

terms. 

Step 6. Goto Phase II with the computed fuzzy 

sequences and their membership values. 

Phase II: Buiding a Progreslattice structure 

with the help of standard lattice structure. 

Step 7. Construct a lattice such that it satisfies 

a) the closure property, that is, any two nodes 

must have single supremum. So, by following 

the ascending paths of two different nodes we 

will reach one single common node on the top. It 

operates as follows: given DB, the closure of a 

set of sequences S , i.e. ∆(S), includes all the 

maximal sequences that are present in all the 
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transactions dbÎDBwhere sequences in S are con-

tained. 

b) add some extra nodes to ensure the fulfilment 

of Step 7a) and the consistency of the system. 

These extra nodes added as artificial supremum 

of two closed sets will consist on the union of the 

maximal sequences contained by their immediate 

predecessors. This avoids to scan the input se-

quences in DB for completing the lattice. 

c) the property of monotonicity, that is, preserve 

the order which is vital for fuzzy sequential pat-

tern. 

d) of being extensive, that is, it covers all trans-

actions and is completely thorough. 

e) of being idempotent with the addition and de-

letion of nodes. 

f) to store the frequency and lattice support val-

ues by each node. The maximum operator is 

used to calculate the lattice support when a node 

has more than one membership degree. 

Step 8. The lattice will exhibit the tendencies of 

the data from top to bottom: nodes located in the 

top part of the lattice correspond to concepts/

patterns with a support, thus the semantic split 

performed between the concepts of the same 

level is more significant. On the other hand, the 

nodes located in the bottom of the lattice repre-

sent the unifying concepts of the different ten-

dencies coming from the top. 

Step 9. Handle the updates from the existing se-

quence (append) in the lattice structure: 

a) Consider the frequency and the lattice support 

to insert the new node in the lattice structure at 

an appropriate level, maintaining the length of 

the subsequent subsequence. 

b) While creating the subsequent node of this 

sequence, increment the frequency with the ex-

isting same set of sequence nodes and update 

their lattice support. 

c) Update the frequency of fuzzy sequence in the 

Progress lattice, if this appended sequence al-

ready exists. However, there is no change in the 

lattice support, as number of records remain un-

changed. 

Step 10. Handle the updates from the new se-

quence (insert) in the lattice structure: 

a) Add the sequence directly with the root node. 

b) The corresponding frequency and lattice sup-

port values are stored 

c) Update the frequency of the fuzzy sequence in 

the ProgresLattice, if it already exists. 

d) Update the lattice support values of all the 

nodes of the ProgresLattice, as the number of 

records increase with each new sequence. 

Step 11. Handle the delete operation in the lat-

tice structure: 

a) The required nodes of the sequence is deleted 

if a set of items are to be removed. 

The frequency of the subsequent nodes are de-

creased from top to bottom in the ProgresLattice 

for the node that is deleted. 

b) If a complete record of an item is to be deleted 

is to be deleted, then the complete sequence for 

that node is removed and the frequency is up-
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dated for the corresponding other sequences. 

However, the lattice support for all the nodes has 

to be updated in this case, as there is decrease in 

the number of records. 

Phase III: Mining of fuzzy sequential patterns 

from the ProgresLattice structure. 

Step 12. Examine the frequent prefix subse-

quence with corresponding postfix subsequence 

in the constructed Progreslattice as in Phase II. 

Step 13. Traverse each level of depth of the Pro-

greslattice and generate all possible sequences 

that include nodes in that specific level. 

Step 14. Consider the minimum support thresh-

old and lattice support to determine the frequent 

fuzzy sequential patterns among all the mined 

sequential patterns at each level. 

1.5.4. An Illustrative example 

In this section, an example is given to illustrate 

the proposed fuzzy sequential pattern mining al-

gorithm. The dataset in Table 1.4 is a simple ex-

ample to show how the proposed PLM algorithm 

is used to generate interesting fuzzy sequential 

patterns for customer purchasing behaviour ac-

cording to historical data. The quantitative pro-

gressive transaction data in Table 1.5 consists of 

transactions of seven customers and five items, 

denoted as ‘a’ to ‘e’. The timestamps value from 

T2 to T6 and first four customer transactions are 

considered as part of static database. The time-

stamps from T8 to T11 are dynamically ap-

pended in the database. On the other hand, last 

three customer transactions are inserted in the 

database on the fly. We assume the fuzzy mem-

bership function is the same for all the items. It 

has been taken as the triangular membership 

function for this example. 

Phase I. The formula f (x) given in Figure 1.5 

calculates the membership values for the transac-

tion database of Table 1.4. In this example, the 

fuzzification is done in the time of arrival instead 

of frequency of certain quantitative sequences, 

the frequency of sequences with minimum rele-

vancy, weighted frequency. The purchase se-

quences given in Table 1.5 is given on the time-

stamps of monthly basis. These sequences ought 

to be converted into fuzzy partition sets with 

their computed membership values with respect 

to every timestamps. The three defined param-

etes utlized to compute the membership values 

are Low (L), Medium(M) and High (H). The pre-

dicted values of each items are computed by util-

izing the function f (x) where a , b and c repre-

sent the x coordinates of the three vertices of f (x) 

in a fuzzy set A (a: lower boundary and c: upper 

boundary where membership degree is zero, b: 

the centre where membership degree is 1). The 

standard triangular function is given in Figure 

1.6. 

The triangular membership functions with de-

fined parameters and their values for our exam-

ple is depicted in Figure 1.7. The Low parameter 

has a=0, b=3.5, c=5 values to reflect the time-

stamps of transactions, while Medium has a=3.5, 
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b=5, c=8.5 and High has a=5, b=8.5, c=12 val-

ues. 

Table 1.5 describes the fuzzy sequences trans-

formed from progressive database with their 

computed membership values. Here, the mem-

bership values of the item b.L with T4, where 

x=4, a= 0, b= 3.5, c= 5 is 0.7, and 0.3 for b.M. 

Similarly, we have found out other membership 

values for the three parameters of all customer 

transactions and generate corresponding fuzzy 

sequences. 

The attained subsequent branch nodes are (c, d: 

M), (b, d: M), (b, c: M) and (d: M), (c: M), (b: 

M). Similarly, we build the lattice structure with 

the other corresponding sequences. 

The lattice support is also updated along with the 

frequency in every node, keeping the tendencies 

of the data from top to bottom. The nodes lo-

cated in the bottom of the lattice represent the 

unifying concepts of the different tendencies 

coming from the top. 

Yet, to guarantee that the lattice is a closure sys-

tem, we need to check any two nodes must have 

one single supremum, that is, following the as-

cending paths of two different nodes we will 

reach one single common node being their top. 

To fulfill this condition, we need to add some 

extra nodes. These artificial supremum of two 

closed sets, will consist on the union of the maxi-

mal sequences contained by their immediate 

predecessors, so that there is no need to scan the 

input sequences in DBfor completing the lattice. 

The addition of (c, d: M) is an artificial supre-

mum to satisfy the closure property, though (b, 

d: M) and (b, c: M) nodes reflect corresponding 

fuzzy sequences of the database. The lattice 

structure is given in Figure 1.8. 

1.5.4.1 Updating an existing sequence 

(append) of the ProgresLattice structure 

If the same customer updates the data, then it is 

the data updates in the same record. This prob-

lem complicates the incremental mining since 

one cannot ignore the infrequent sequences in 

‘db’, but there are an exponential number of in-

frequent sequences even in a small ‘db’ and 

checking them against the set of infrequent se-

quences in ‘DB’ is very costly. The Figure 1.9 is 

derived from the Table 1.5, in which the fuzzy 

sequences are converted into the lattice structure 

with their updated data as well. Here, for time-

stamp ‘T8’, there is newly updated data from the 

same customer 02, that is, fuzzy item ‘d’. 

Figure 1.9 Complete lattice structures with 

updating in the existing customer 

As shown in the Figure 1.9, the sequences, (b, d: 

M), is already present in the lattice so the fre-

quency of this node is increased by one. How-

ever, a new node for fuzzy sequence (d: H) is 

added to construct the ProgresLattice structure. 

Considering the updating done from T8 to T11, 

the four customers, with id 01 to 04 give new 

fuzzy sequences, (d, e, a : H) and (e, b, c : H). 

The corresponding new nodes are added to the 

root node in the ProgresLattice of 3-length se-
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quences. Here, while creating the subsequent 

node of this sequence, the frequencies get incre-

mented with the existing same set of sequence 

nodes like (b, d: M), (d, a: H), (a: H). Here we 

need to compare it with all existing nodes. 

However the lattice support for new added nodes 

needs to be updated. Many nodes like (d, e : H), 

(c, a : H), (e, a : H) are added to satisfy the clo-

sure property. Similarly, all the fuzzy sequences 

get updated in the ProgresLattice tree based on 

the frequency and the lattice support for all cus-

tomers. 

1.5.4.2. Updating new sequence (insert) in the 

ProgresLattice structure 

It is much easier to handle this case, that is, IN-

SERT, which means the updates happening from 

the new sequences, added in the database. An 

important property of INSERT is that a frequent 

sequence in U = DB ⋃ db must be frequent in 

either DB or db (or both). If a sequence is infre-

quent in both DB and db, it cannot be frequent in 

U. Thus, only those patterns that are frequent in 

db but infrequent in DB need to be searched in 

DB to find their occurrence count. Suppose, 

there is an update from the new sequence like 

customer 05, the sequences are directly added 

into the root node with the corresponding fre-

quency along with the lattice support. Here, in 

the Figure 1.7, the sequence (d, ac: H) with the 

branch nodes are the newly added one. However, 

the frequency of (c, b ; L) and ( b, d : M) is in-

cremented as these nodes exist in the lattice 

structure. The lattice support for all fuzzy se-

quences is updated as the number of records in-

creased from 4 to 5 with addition of fifth cus-

tomer. 

We can do the similar operation for other two 

new customers 06 and 07, though we have 

avoided the changes in Figure 1.10 to maintain 

the simplicity of the figure. 

1.5.4.3. Updating due to the deletion operation 

in the ProgresLattice structure 

There are two types of possibilities with the dele-

tion operation, either a complete sequence can be 

removed or a set of items be removed from the 

progressive database with time. In case, if a cus-

tomer sequence is deleted for our example, cor-

responding sequence from root node till leaf 

node is removed from the ProgresLattice and the 

frequency of existing nodes in other sequences is 

decremented. However, if a set of items are de-

leted from the database, then we need to care-

fully select the corresponding node in the Pro-

gresLattice for deletion and further decrease the 

frequency of subsequent node or remove them 

completly (if frequency is 1 for them). The other 

case is little tricky. For our fuzzy database, if 

with time, we need to remove the timestamp T2 

for all customers, then we need to delete ( c : L) 

and (c, b ; L) nodes from the ProgresLattice 

structure and decrease the frequency of (a : L) by 

one. The complete lattice for the progressive 

fuzzy database after deletion is given in Figure 

1.11  
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Phase III. Its general idea to examine only the 

frequent prefix subsequences and project only 

their corresponding postfix subsequences into 

projected databases because any frequent subse-

quence can always be found by growing a fre-

quent prefix. The ProgresLattice tree structure 

provides an efficient structure for mining, al-

though the combinatorial problem of mining se-

quential patterns still has to be solved. 

To discover all sequential patterns, the Pro-

gresLattice takes a look at each level of depth of 

the lattice structure and generate all possible se-

quences that include nodes in that specific level. 

After having mined the sequential patterns for 

every level of considering the minimum support 

threshold and fuzzy lattice support, they are 

stored in the complete set of patterns. Here, the 

resultant frequent sequences which meet the 

minimum threshold support value of 2 and fuzzy 

lattice support value of 0.1 are listed as below. 

The sequence of 2- length pattern (b, d: M) and 

(c, b: L) satisfies both the threshold and the sub-

nodes along with other nodes are considered here 

as the frequent fuzzy sequential patterns given in 

Table 1.6. 

However, the above patterns are true for incre-

mental databases. When we consider the old and 

obsolete data of timestamp T2 are removed from 

the database, (c, b : L), (c : L) and (a : L), we get 

more relevant and interesting patterns from the 

progressive database as given in Table 1.7. 

1.5.5. Experimental Setup and Dataset De-

scription 

The experiment has been carried out on a 2.9 

GHz, dual core PC machine with 1 GB main 

memory running a 32-bit version of Windows 

XP for ProgresLattice Miner and Nancy P.’s al-

gorithms. The proposed incremental mining al-

gorithm has been designed so that they can exe-

cute in a distributed environment, which means 

the updating of data records can be done from 

the multiple sources. So, we run the algorithm in 

thread environment, in which the updating of 

data records is done in various threads. 

Datasets: The performances of the algorithms 

have been evaluated using the synthetic datasets 

as well as real life datasets.  

Synthetic dataset: A set of synthetic data se-

quence is generated by a data generator similar 

in spirit to the IBM data generator designed for 

testing sequential pattern mining algorithms. 

Each data sequence contains a sequence of item 

sets. However, different time values are assigned 

to the items in different item sets but the same 

time values to those in the same item sets. A 

dataset of 1000 records with 4 transactions are 

compared.  

Real life datasets: The UCI machine learning 

repository is used for the implementation of all 

algorithms. This data describes the page visits of 

users who visited msnbc.com. Visits are re-

corded at the level of URL category 

("frontpage", "news", "tech", "local", "opinion", 

"on-air", "misc", "weather", "health", "living", 
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"business", "sports", "summary", "bbs" (bulletin 

board service), "travel", "msn-news", and "msn-

sports") and are recorded in time order. We have 

utilized this real dataset with 1000 records of 10 

transactions. 

1.5.6. Performance Analysis 

The experiment results of the proposed algorithm 

for mining of fuzzy sequential patterns from pro-

gressive database using lattice structure are de-

scribed in this section. It is compared with the 

negative fuzzy sequential pattern mining ap-

proach proposed by Lin N.P et al. (2007c). The 

experiment results show the advantageous fea-

ture of single scan due to lattice structure in 

terms of computational time. The performance of 

the Progreslattice Miner (PLM) is evaluated by 

means of three standard evaluation metrics, a) 

generated number of fuzzy sequential patterns b) 

computational time and c) memory usage. 

1.5.6.1. Effect of support values 

Here, the performance analysis of our proposed 

fuzzy sequential pattern mining approach is de-

picted with the aid of the synthetic dataset and 

the real dataset by showing the results with the 

effects of diverse support values. The result 

analysis is plotted as a graph by computing the 

generated number of sequences, computational 

time and the memory usage with different mini-

mum support threshold. 

The number of fuzzy sequences generated for 

various support thresholds for both synthetic and 

real dataset is shown in Figure 1.12. By analyz-

ing the graphs, we conclude that the performance 

study of our proposed approach shows better 

performance with the existing tested Lin N. et 

al.’s approach. In this, the number of frequent 

fuzzy sequences grows up exponentially for syn-

thetic database, when the support threshold is 

low. The proposed algorithm performs fairly 

well in all the support values with minimum 

number of fuzzy sequences of frequent se-

quences for real dataset. The running time for the 

mining of sequences are shown in Figure 1.13 

for two databases. However, when there are a 

large number of frequent sequences, the run time 

performance of both the approaches is on higher 

end. The computational time decrease with in-

creasing support values for synthetic database 

and remain nearly constant for real database. The 

PLM algorithm proves well in the memory usage 

than the existing algorithm for synthetic database 

but consume a huge amount of memory for real 

database as given in Figure 1.14. 

1.5.6.2 Effect of scalability 

Here, the performance analysis of our proposed 

fuzzy sequential pattern mining approach is de-

picted by computing the generated number of 

sequences, computational time and the memory 

usage with different number of records in order 

to prove the scalability of the proposed one. The 

number of fuzzy sequences generated for differ-

ent number of records is shown in Figure 1.15 

for synthetic and real datasets. By analyzing the 

graphs, the number of fuzzy sequences generated 

is far less than the Lin N. et al.’s approach in 

both cases. Similarly, the runtime and the mem-

ory usage for the mining of sequences are shown 

in Figure 1.16 and 1.17 respectively. The Pro-

gresLattice Miner algorithm performs very well 

in terms of computational time with varying 

number of records for both synthetic and real 

datasets given in Figure 1.16. However, the 

memory usage of the algorithm is high as com-

pared to Lin P. et al.’s approach with the various 

numbers of records in case of real datasets. This 
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is though comparable in case of synthetic data-

base as given in Figure 1.17. 

Experiments have highlighted that this study 

could be applied to different kinds of data and 

build many standpoints. The experiments are 

carried out using different synthetic and real life 

datasets to prove the efficiency of the proposed 

algorithm. The obtained results showed that the 

proposed algorithm is better than Lin et al.’s ap-

proach in terms of generated number of fuzzy 

sequences and computational time with varying 

number of fuzzy support values and records of 

the datasets. However, the improved memory 

utilization for the algorithm can be taken as a 

future work. 

1.6. Conclusion 

The non-numeric information provides truly use-

ful results from user perspective. In recent times, 

there is need for methods that help the user to 

process, retrieve, exploit and clarify the available 

knowledge in a simple way. Here, the fuzzy set 

theory comes to an aid. There can be a compro-

mise in terms of correctness, completeness and 

efficiency of extracted information using this 

technique, but they provide simple and under-

standable results. Fuzzy sequential mining is 

used to get knowledge regarding order of the 

mining results. The sequential mined results 

need to be represented and maintained with time-

stamp. This can be done efficiently using the lat-

tice-theoretic framework. The closure and certain 

properties of lattice model helps in making it a 

good option to represent the fuzzy data. The lat-

tice can be represented using the undirected 

graph to get the fuzzy sequential patterns and 

consequently useful knowledge for business ap-

plications and otherwise. The use of lattice repre-

sentation avoids scanning of the database for 

mining patterns. The entire database is scanned 

once to build the lattice structure which is an in-

termediate data structure in the memory. This 

reduces the computational time where the com-

plexity of lattice representation in not an issue. 

This is a temporary data structure generated by 

the algorithm for its own further use for sequen-

tial pattern mining. The only disadvantage it of-

fers here is the more memory usage; however 

overcoming it is suggested as future work. 

In this chapter, an efficient algorithm for incre-

mental mining of fuzzy sequential patterns from 

progressive database is proposed. This allows the 

extraction of frequent fuzzy sequences based on 

minimum support threshold as well as the fuzzy 

lattice support. This algorithm can be used for 

incorporating fuzziness in the incremental min-

ing of sequential patterns; however incorporation 

of constraints to this can be taken as future work. 
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NGCMDT:  Next Generation Cyber Malware Detection and Prevention Technology 

Jay Shankar Sahu 

Asst. Prof., Christ College Jagdalpur, Dist-Bastar, Chhattisgarh 

Abstract   

Fifty years ago, no one would have imagined that one of the biggest threats in today’s society 

would be cybercrime, but the frequency and universal nature of cyber attacks are proving other-

wise. The threat has become so prolific in fact that long-standing television crime show CSI (Crime 

Scene Investigation) created a fourth series, CSI: Cyber solely focused on attacks that occur in cy-

ber space. 

Malware, hackers, cybercrime and online attacks are all terms with which we have become accus-

tomed over the last two decades, just as we now recognize the names of security brands. However, 

although numerous technology companies offer a range of internet security solutions to combat 

these issues, cyber criminals continue to invent new ways to attack. As technology continues to 

evolve, so do the abilities of hackers to sneak through firewalls, log in to systems and create chaos. 

Malware may be stealthy, intended to steal information or spy on computer users for an extended 

period without their knowledge, as for example Reign, or it may be designed to cause harm, often 

as sabotage (e.g., Stuxnet), or to extort payment (Crypto Locker). 'Malware' is an umbrella term 

used to refer to a variety of forms of hostile or intrusive software, including computer vi-

ruses, worms, trojanhorses,ransomware, spyware, adware, scareware, and other malicious pro-

grams. It can take the form of executable code, scripts, active content, and other software. Malware 

is often disguised as, or embedded in, non-malicious files.   

Spyware or other malware is sometimes found embedded in programs supplied officially by compa-

nies, e.g., downloadable from websites, that appear useful or attractive, but may have, for example, 

additional hidden tracking functionality that gathers marketing statistics. An example of such soft-

ware, which was described as illegitimate, is the Sony rootkit, a Trojan embedded into CDs sold 

by Sony, which silently installed and concealed itself on purchasers' computers with the intention of 

preventing illicit copying; it also reported on users' listening habits, and unintentionally created 

vulnerabilities that were exploited by unrelated malware.[8] 

Introduction 

Tripwire Enterprise is a real-time endpoint 

threat protection solution that continuously cap-

tures, monitors and records system and file 

change data on a broad range of enterprise serv-

ers and endpoint platforms. Palo Alto Networks 

WildFire automatically detects new, unknown 

threats through dynamic analysis in a cloud-

https://en.wikipedia.org/wiki/Regin_(malware)
https://en.wikipedia.org/wiki/Stuxnet
https://en.wikipedia.org/wiki/Computer_virus
https://en.wikipedia.org/wiki/Computer_worm
https://en.wikipedia.org/wiki/Trojan_horse_(computing)
https://en.wikipedia.org/wiki/Computer_virus
https://en.wikipedia.org/wiki/Computer_worm
https://en.wikipedia.org/wiki/Computer_virus
https://en.wikipedia.org/wiki/Computer_worm
https://en.wikipedia.org/wiki/Trojan_horse_(computing)
https://en.wikipedia.org/wiki/Ransomware_(malware)
https://en.wikipedia.org/wiki/Executable_code
https://en.wikipedia.org/wiki/Script_(computing)
https://en.wikipedia.org/wiki/Sony
https://en.wikipedia.org/wiki/Malware#cite_note-8
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based virtual environment. Tripwire Enterprise 

then initiates workflow actions for remediation if 

the file is tagged as malware. Together, the two 

offerings significantly reduce the time to accu-

rately detect, prioritize and respond to advanced 

threats from the network edge to endpoint sys-

tems before they compromise organizations. 

The challenge of protecting enterprise networks 

against rapidly evolving malware and zero-day 

exploits that target critical enterprise systems is 

growing increasingly difficult. Advanced persis-

tent threat (APT) attacks often hide in plain 

sight, using common applications to penetrate 

exterior defenses, and once inside a network, 

they act like day-to-day traffic while stealing tar-

geted data. 

Detection of Cyber Security (Malware) 

Cyber Security is difficult to detect and remove. 

Cyber Security is not likely to be removed 

through a convenient "uninstall" feature. Cyber 

Security, as well as other spyware, can re-install 

itself even after it appears to have been removed. 

You also run the risk of damaging your computer 

since you're required to find and delete sensitive 

files in your system such as DLL files and regis-

try keys. It is recommended you use a good spy-

ware remover to remove Cyber Security and 

other spyware, adware, Trojans and viruses on 

your computer. 

Run a Cyber Security scan/check to success-

fully detect all Cyber Security files with the Spy-

Hunter Spyware Detection Tool. If you wish to 

remove Cyber Security, you can either purchase 

the SpyHunter spyware removal tool to remove 

Cyber Security or follow the Cyber Security 

manual removal method provided in the 

"Remedies and Prevention" section. 

 

Method of Infection 

There are many ways your computer could get 

infected with Cyber Security. Cyber Malware 

can come bundled with shareware or other 

downloadable software. 

Another method of distributing Cyber Security 

involves tricking you by displaying deceptive 

pop-up ads that may appear as regular Windows 

notifications with links which look like buttons 

reading Yes and No. No matter which "button" 

that you click on, a download starts, installing 

Cyber Security on your system. Cyber Security 

installs on your computer through a Trojan and 

may infect your system without your knowledge 

or consent. 

Malware Category and their Percentage 

 

http://www.wiki-security.com/wiki/Download_spyhunter_malware_scanner/
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Traditional Techniques to Remove Cyber Se-

curity or Malware (Manually) 

 To remove Cyber Security is to manually delete 

Cyber Security files in your system. Detect and 

remove the following Cyber Security files: 

Processes 

csc.exe 

cs.exe 

tsc.exe 

DLLs 

winsource.dll 

Other Files 

Help.lnk 

Registration.lnk 

Cyber Security.lnk 

%ProgramFiles%\CSec 

Registry Keys 

HKEY_LOCAL_MACHINE\SOFTWARE\Micr

osoft\Windows\CurrentVersion\Cyber Security 

HKEY_CURRENT_USER\Software\Microsoft\

Windows\CurrentVersion\Run 

"1FD92E3F7C34799BFB075C41DA05D1FE" 

Wildfire: Automatically Detect and Prevent 

Unknown Threats  

WildFire cloud-based malware analysis envi-

ronment offers a completely new approach to 

cybersecurity. Through native integration with 

Palo Alto Networks Enterprise Security Plat-

form, the service brings advanced threat detec-

tion and prevention to every security platform 

deployed throughout the network, automatically 

sharing protections with all WildFire subscribers 

globally in about 15 minutes.  

The service offers: 

Unified, hybrid cloud architecture deployed via 

either the public cloud, a private cloud appli-

ance that maintains all data on the local net-

work, or a combination of the two. 

Dynamic analysis of suspicious content in a 

cloud-based virtual environment to discover 

unknown threats. 

Automatic creation and enforcement of best-in-

class, content-based malware protections. 

Link detection in email, proactively blocking 

access to malicious websites. 

Advanced attacks are not point-in-time events. 

Adversaries deliver attacks persistently, often 

using non-standard ports, protocols or encryption 

for subsequent attack stages. Like Palo Alto Net-

works Next-Generation Firewall, WildFire pro-

vides complete visibility into unknown threats 

within all traffic across thousands of applica-

tions, including Web traffic, email proto-

cols (SMTP, IMAP, POP), and FTP, regardless 

of ports or encryption (SSL). 

WildFire simplifies an organization’s response to 

the most dangerous threats, automatically detect-

ing unknown malware and quickly preventing 

threats before an enterprise is compromised. 

Unlike legacy security solutions, WildFire 

quickly identifies and stops these advanced at-

tacks without requiring manual human interven-

tion or costly Incident Response (IR) services 

https://www.paloaltonetworks.com/products/platforms.html
https://www.paloaltonetworks.com/products/platforms.html
https://www.paloaltonetworks.com/products/platforms/wildfire/wf-500/overview.html
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after the fact. 

Turn the Power of the Cloud against Un-

known Threats 

WildFire has a unified public/private cloud-

based architecture that maximizes the sharing of 

threat intelligence while minimizing hardware 

requirements. The architecture allows the service 

to be deployed from any Palo Alto Networks se-

curity platform, with no additional hardware, or 

as a private cloud option (WF-500 appliance), 

where all analysis and data remain on the local 

network. Whether deployed as a public or private 

cloud, or a hybrid of the two, the WildFire analy-

sis environment is shared across all security plat-

forms on a customer’s network, as opposed to 

deploying single-use sandboxing hardware at 

every ingress/egress point and network point of 

presence. WildFire can also detect unknown 

malware pervasively throughout the network. 

Any location where a Palo Alto Networks secu-

rity platform is deployed now becomes a point of 

malware detection and prevention, including: 

Internet edge (next-generation firewall plat-

forms) 

Data center edge (PA-7050) 

Between virtual machines (VMs) in the data cen-

ter (VM-Series) 

Mobile devices and endpoints (Global Protect 

and Traps) 

Automatically Protect Users and Stop Com-

promise 

The first step is to detect unknown threats, but 

next you must automatically close the loop to 

prevent them from reaching the network. Once 

WildFire discovers a new threat, the service 

automatically generates protections across the 

attack lifecycle, blocking malicious files and 

command-and-control traffic. Uniquely, these 

protections are content-based, not relying on eas-

ily changed attributes such as hash, filename or 

URL, allowing the service to block the initial 

malware and future variants without any addi-

tional action or analysis. WildFire informs the 

protection of other Palo Alto Networks security 

services, blocking threats in-line through: 

Threat Prevention (anti-malware, DNS, com-

mand-and-control) 

Web Security (malicious URLs in PAN-DB) 

Global Protect (anti-malware for mobile devices) 

Conclusion 

Traditional methods of security have become 

obsolete as technology evolves and the business 

environment changes. A multiplicity of new se-

curity risks rear their ugly heads when organiza-

tions engage with technology innovations; enter-

ing the cloud, allowing employees to use mobile 

devices, and connecting with more suppliers in 

various locations. This evolving business climate 

extends the difficulty in assessing an organiza-

tion’s exposure to the global cyber threat land-

scape. 
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Abstract 

This paper describes a practical Scala program analysis framework obtained by combining 

an extended verification toolbox. In our methodology, rules are used to specify complex           

inter-procedural program analyses involving dynamically created objects. After extracting 

an initial set of information about Scala program semantics from the program Bytecode, 

our framework transforms the rules of a particular analysis into a Boolean Equation System 

(BES), whose local resolution corresponds to the demand-driven computation of program 

analysis results. 

Introduction 

Static program analysis extracts program se-

mantics information from code, without run-

ning it. An example of such an analysis to 

study the data-flow dependencies of a pro-

gram is the definition-use analysis. An ab-

stract representation of the program contain-

ing the variable definitions and uses at each 

program statement is built, on which the 

analysis is solved. 

In this paper, we focus on static reference 

analyses of Scala programs and generally 

speaking, of any object-oriented program-

ming languages, which are characterized by 

data abstraction, inheritance, polymorphism, 

dynamic binding of method calls, dynamic 

loading of classes, and querying of program 

semantics at runtime through reflection. A 

reference analysis, also called points-to 

analysis, determines information about the 

set of objects to which a reference variable or 

field may point during program execution. 

There is a real interest in using such an 

analysis in program understanding tools (e.g. 

semantics browsers or program slicers), in 

software maintenance tools and also in test-

ing tools using coverage metrics. 

Recently, various rule-based specifications 

for a large number of program analyses have 

been developed using a simple relational 

query language, called Datalog. This lan-

guage, based on declarative rules to both de-

scribe and query a deductive database, is rich 

enough to describe complex inter procedural 

program analyses involving dynamically cre-

ated objects. This paper presents a fully auto-

matic and efficient demand-driven evaluation 

framework for Datalog queries, based on a 
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local Boolean equation system (BES) resolu-

tion. The system, called Datalog Solve,has 

been developed within the Cadp verification 

toolbox and connected to the Joeq virtual 

machine in order to detect errors, like non-

satisfaction of the query, in Java programs at 

compile time. 

Datalog specification of a program analy-

sis 

The Datalog approach to static program 

analysis can be summarized as follows. Each 

program element, namely variables, types, 

code locations, function names, are grouped 

in their respective domains. By considering 

only finite program domains, Datalog pro-

grams are ensured to be safe (query evalua-

tion generates a finite set of facts). Each pro-

gram statement is decomposed into basic 

program operations, namely load, store, as-

signment, and variable declarations. Each 

kind of basic operation is described by a rela-

tion in a Datalog program. A program opera-

tion is then described as a tuple satisfying the 

corresponding relation. In this framework, a 

program analysis consists in either querying 

extracted relations or computing new rela-

tions from existing ones. 

### Domains 

V  262144  variable.map 

H  65536  heap.map 

F  16384  field.map 

### Relations 

vP_0   (variable : V, heap : H) 

  inputtuples 

store   (base : V, field : F, 

source : V)  inputtuples 

load   (base : V, field : F, dest : 

V)  inputtuples 

assign  (dest : V, source : V)   in-

puttuples 

vP   (variable : V, heap : H) 

  outputtuples 

hP   (base : H, field : F, target : 

H)  outputtuples 

### Rules 

vP (v, h)   :-  vP_0 (v, h). 

vP (v1 , h)   :-  assign(v1 , 

v2), vP (v2 , h). 

hP (h1 , f, h2)  :-  store(v1 , f,v2), vP

(v1,h1),vP(v2 , h2). 

vP (v2 ,h2)   :-  load (v1, 

f,v2),vP(v1, h1),hP (h1,f,h2) 

Listing  4.1 Datalog specification of a context-

insensitive points-to analysis 

Example 4.1 Consider the Datalog program 

that defines context-insensitive points-to 

analysis (pa.datalog ) given in Fig. 4.1. The 

program consists of three parts: 

(i) A declaration of domains where domain 

names and sizes (number of elements) are 
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specified. 

(ii) A list of relations, i.e., atoms, specified 

by a predicate symbol, its arguments over 

specific domains and whether it is derived 

from an applicable Datalog rule (value out-

puttuples), or extracted from the program 

Bytecode (value inputtuples). 

(iii) A finite set of Datalog rules, defining the 

outputtuples relations. 

The example of Datalog program analysis 

given in Fig. 4.1 consists in inferring possi-

ble points-to relations from local variables 

and method parameters in domain V to heap 

objects in domain H as well as possible 

points-to relations between heap objects 

through field identifiers in domain F. Datalog 

constraints are declared as sets of tuples, i.e., 

inputtuples relations. 

For example, the relation vP 0 consists of ini-

tial points-to relations (v, h) of a program, 

i.e., vP 0 (v,h) is true if there exists a direct 

assignment within the program between a 

reference to a heap object h ∈ H and a vari-

able v ∈ V (e.g., v = new String() statements 

in Scala). Other Datalog constraints such as 

store, load and assign relations are calculated 

similarly. Each Datalog rule then models the 

effect of one of these input relations over the 

heap. 

Finally, a Datalog query consists of a set of 

goals over the relations defined in the Data-

log program, e.g., :- vP(x,y). where x and y 

are variable arguments of vP. This goal aims 

at computing the complete set of variables x 

that may point to any heap object y at any 

point during program execution. 

BES EVALUATION OF A DATALOG 

QUERY 

Our Datalog query evaluation framework 

(see Fig. 4.2), called Datalog Solve, takes 

three inputs: a domain definition (file .map), 

a set of Datalog constraints (i.e.,a set of facts, 

file .tuples), and a Datalog query q = hG,Ri 

(file .datalog), where R is a Datalog program 

(a finite set of Datalog rules), and G is the set 

of goals (Datalog rules with empty head). 

The domain definition states the possible val-

ues for each predicate’s argument in the 

query. Datalog constraints represent the pro-

gram information relevant for the analysis. 

Both, domain definitions facts are automati-

cally extracted from program Bytecode by 

the Joeq compiler. As in, we assume that 

Datalog programs have stratified negation 

(no recursion through negation), and totally-

ordered finite domains, without considering 

comparison operators. 

Our Datalog Solve system (120 lines of Lex, 
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380 lines of Bison and 3 500 lines of C code) 

proceeds in two steps: 1) translation of the 

Datalog query to Bes, 2) generation and in-

terpretation of the solutions to the query. 

Example 3.2 Consider the Datalog program 

given in Fig. 4.1 that defines context-

insensitive points-to analysis (pa.datalog). 

The Bes transformation of the Datalog-based 

program analysis for the goals vP(x, y) and 

hP(z1,w, z2) consists in the following equa-

tion system: 

x0
µ

=vP(x, y) ∨hP(z1,w, z2) 

vP(v : V, h : H) µ
= vP_0(v, h) ∨ (assign(v, v2) ∧ vP(v2, h))  

∨ (load(v1, f, v) ∧ vP(v1, h1) ∧ hP(h1, f, h)) 

hP(h1 : H, f : F, h2 : H) µ
= store(v1, f, v2) ∧ vP(v1, h1) ∧ 

vP(v2, h2) 

Boolean variable x0 encodes the set of Data-

log goals whereas parameterised) boolean 

variables vP(v : V, h : H) and hP(h1 : H, f : 

F, h2 : H) represent the set of Datalog rules 

in the program. 

The back-end of our system carries out the 

demand-driven generation, resolution and 

interpretation of the Bes by means of the ge-

neric Caesar Solve library of Cadp, devised 

for local Bes resolution and diagnostic gen-

eration. 

The tool takes as a default query the compu-

tation of the least set of facts that contains all 

the facts that can be inferred using the rules 

defining the program analysis. This repre-

sents the worst case of a demand-driven 

evaluation, where all the information deriv-

able from a Datalog program is computed. 

Experimental Results 

The Datalog Solve framework was applied to 

a number of Java programs by computing the 

context-insensitive pointer analysis described 

in Fig. 4.1. 

To test the scalability and applicability of the 

transformation, we applied our technique to 4 

of the most popular 100% Scala projects on 

Sourceforge that could compile directly as 

standalone applications. These projects were 

also used as benchmarks by the Bddbddb 

system, one of the most efficient deductive 

database engine, based on binary decision 

diagrams (Bdds), that scales to large Scala 

programs. The benchmarks are all real appli-

cations with tens of thousands of users each. 

Projects vary in the number of classes, meth-

ods, bytecodes, variables, and heap alloca-

tions. The information details, shown on Ta-

ble 4.1, are calculated on the basis of a con-

text-insensitive callgraph precomputed by 

the Joeq compiler. 

All experiments were conducted using Scala 

2.0, on a Intel Core 2 Duo 1.66GHz with 2 

Gigabytes of RAM, running Linux Kubuntu 

9.01. The analysis times and memory usages 

of our context insensitive pointer analysis, 

shown on Table 4.2, illustrate the scalability 

of our Bes resolution on real examples. Data-

log Solve solves the (default) query for all 

benchmarks in a few seconds. 

The analysis results were verified by com-

paring them with the solutions computed by 

the Bddbddb system on the same benchmark 

of Java programs and analysis. 
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Figure 4.1: Scala program analysis using Datalog Solve framework 

Tables 

Figure 



50  

 Shodh Darpan, Dec-2015, Vol-1 No-3   ISSN No- 2454-1516 

lkfgR; esa vkn’kZ % Lo:Ik ,oa fo’ys"k.k 

MkW0 Jherh tLlh tksl 

ØkbLV egkfo|ky;] txnyiqj] ftyk cLrj ¼N-x-½] Hkkjr 

lkjka’k&  

vkn'kZokn dk /;s; i`Foh dks LoxZ cukuk] 'kks"k.k&jfgr lekt LFkkiuk ds fy, iz;Ru djuk vkSj lalkj dks 

lc izdkj ds nks"kksa ls eqDr djuk gS( vkn'kZokn vlR; ij lR; dh] va/kdkj ij izdk'k dh] vKku ij 

Kku dh] fot; fnykrk gSA vr% dgha&dgha dksjh dYiuk cudj Hkh jg tkrk gSA vkn'kZokn dk /;ku 

ges'kk Hkfo"; ij jgrk gSA og ekuo&thou dh vkarfjd foospuk djrk gSA  og ekuoh; thou ds 

fgrdj] dY;k.kdkjh rFkk mnkÙk ewY;ksa dks xzg.k djrk gSA vkn'kZokn dk laca/k lr~] mnkÙkrk] /keZ vkSj 

uSfrdrk ds lkFk jgrk gSA 

vkn'kZ &% vFkZ ,oa ifjHkk"kk 

 vkn'kZoknh izòfRr lkfgR; dh lcls izkphu 

izo``̀fRr gSA lkfgR; dh ;g izo`fRr lkfgR; ds 

lkekftd yksd&eaxy ds iz;kstu ij vk/kkfjr 

izo`fRr gSA ftlesa O;fDr ds thou dh leL;kvksa dk 

fp=.k O;fDr esa fdlh O;kid lkekftd vkn'kZ dh 

izfr"Bk ds fufeRr fd;k tkrk gSA og vkn'kZ cgq/kk 

izkphu ijEijk dk vkn'kZ gksrk gSA vkn'kZoknh izòfRr 

ds lkfgR; esa O;fDr dk vkn'kZ iwoZ fu/kkZfjr vkn'kZ 

gksrk gS] tks ik= ds ek/;e ls fdlh O;kid 

lkekftd vkn'kZ dh LFkkiuk djrk gSA og vkn'kZ 

O;fDr ds thou dh fo"ke ifjfLFkfr;ksa fd ?

kkr&izfr?kkr esa mlds pfj= ds ^dq* vkSj ^lq* ds 

mrkj&p<+ko vkSj la?k"kZ dk LokHkkfod izfrQy u 

gksdj O;fDr ds pfj= dk LFkkfir xq.k gksrk gS] 

ftlds cy ij og thou dh leLr fo"kerkvksa ls 

la?k"kZ djrk gqvk vfMx cuk jgrk gS ;k lkfgR;dkj 

fdlh lkekftd vkn'kZ dh LFkkiuk  ds fy, ik=ksa 

vkSj ?kVukvksa ds la?k"kZ dk laxBu djrk gSA bl 

izdkj ds fp=.k esa ik=ksa vkSj ?kVukvksa dk vf/

kdka'kr% likV] lh/kk vkSj ljy&fp=.k gksrk gSA bl 

dky esa /khjs&/khjs vkn'kZoknh fp=.k dh izof`Rr de 

gksrh tk jgh gS( D;ksafd og O;fDr ds pfj= dh 

tfVyrkvksa rFkk ifjfLFkfr;ksa dh my>u esa mlds 

euksHkkoksa dh my>uksa dk LokHkkfod fp=.k ugha dj 

ikrhA bldh vis{kk ;FkkFkZoknh fp=.k dh izo`fRr cy 

idM+rh tk jgh gSA lkfgR; lekt dk niZ.k gksrk gS 

D;ksafd lekt esa vkn'kksaZ dk uhfr;ksa dk vR;Ur 

voewY;u gqvk gS vr% vc lkfgR; esa vkn'kZ dk 

fp=.k de ns[kus dks feyrk gSA 

vkn'kZ dk :Ik ns'kdky lkis{k gksrk gSA 

ifjfLFkfr;ksa ds dkj.k vkn'kksZa ds :Ik esa Hkh ifjorZu 

gksrk jgrk gSA ij vkn'kZ ds lkFk ,d 'krZ loZ= 

yxh jgrh gS& og gekjs orZeku thou dks xfr vkSj 

rhozrk ugha ns ldrk og futhZo gksxkA dgha vkn'kZ 

tM+ u gks tk,] blhfy, mlesa ifjfLFkfr;ksa ds 

vuqlkj ifjorZu djrs jguk pkfg,A 

       vkn'kZZokn dh uhao /keZ vkSj vkpkj ij vk/

kkfjr gSA /keZ dh ekU;rkvksa rFkk fu;eksa dk ;Fkkor 

ikyu vkn'kZZokn dh fo'ks"krk gSA uhfr vkSj 

vkn'kZokfnrk] vkn'kZokn dks tUe nsrh gSA  

      ia0 uan nqykjs cktis;h ds vuqlkj] 
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^^vkn'kZokn vusdrk esa ,drk ns[kus dk iz;kl djrk 

gSA og foJ̀a[kyrk eas J`a[kyk] fujk'kk esa vk'kk] nq%[k 

esa lek/kku dh izfr"Bk djus dk mís'; j[krk gSA**   

       izsepUnz th ds 'kCnksa esa] ^^og ¼vkn'kZokn½ 

gesa ,sls pfj=ksa ls ifjp; djkrk gS] ftuds ân; 

ifo= gksrs gSa] tks ;FkkFkZ okluk ls jfgr gksrs gSa] lk/

kq izd`fr ds gksrs gSaA**  

      dks'kkdkj ds vuqlkj] ^^vkn'kZoknh og gS] tks 

mPp uSfrd] vk/;kfRed vkSj lkSan;Zijd izfre-

kuksa&vkn'kkZsa dks Lohdkj djds viuss rFkk lekt ds 

thou dks muds vuqlkj <kyus dk iz;kl djsA 

 mDr ifjHkk"kkvksa ls ;g Li"V gks tkrk gS fd  

vkn'kZokn dk /;s; iF̀oh dks LoxZ cukuk] 

'kks"k.k&jfgr lekt LFkkiuk ds fy, iz;Ru djuk 

vkSj lalkj dks lc izdkj ds nks"kksa ls eqDr djuk gS

( vkn'kZokn vlR; ij lR; dh] va/kdkj ij izdk'k 

dh] vKku ij Kku dh] fot; fnykrk gSA vr% 

dgha&dgha dksjh dYiuk cudj Hkh jg tkrk gSA 

vkn'kZokn dk /;ku ges'kk Hkfo"; ij jgrk gSA og 

ekuo&thou dh vkarfjd foospuk djrk gSA  og 

ekuoh; thou ds fgrdj] dY;k.kdkjh rFkk mnkÙk 

ewY;ksa dks xzg.k djrk gSA vkn'kZokn dk laca/k lr~] 

mnkÙkrk] /keZ vkSj uSfrdrk ds lkFk jgrk gSA 

 vkn'kZokn ,d nk'kZZfud fl)kar ds :Ik esa 

oLrq dh vis{kk O;fDr dks] mlds fopkjksa] Hkkoukvksa 

rFkk vkn'kkssZa dks egRo nsrk gSA vkn'kZokn esa izd`fr 

ds LFkku ij ekuo rFkk mlds O;fDrRo ds fodkl 

rFkk vk/;kfRed fodkl ds y{; dks egRoiw.kZ le>k 

tkrk gS rFkk mlds ek/;e ls bZ'oj dk Kku djk;s 

tkus dh Hkkouk eas fo'okl djrk gSA vkn'kZokn dk 

ekuuk gS fd HkkSfrd lalkj ugha oju~ vk/;kfRed 

lalkj vf/kd Js"B gS] D;ksafd tks HkkSfrd oLrq,a gSa] 

mudk vfLrRo {k.kHkaxqj gS] ijarq O;fDr ds Hkko] 

vkn'kZ] ln~fopkj lukru /keZ vkfn vkn'kZokn O;fDr 

rFkk mlds efLr"d ds v/;;u ij vf/kd cy nsrk 

gSA vkn'kZokn esa 'kjhj ds LFkku ij eu rFkk bZ'oj 

dh egÙkk ekuh tkrh gSA vkn'kZoknh n'kZu ds 

vuqlkj vkRe rRo ;k psruk gh bl lalkj dk ewy 

gS rFkk blh ds dkj.k l`f"V dYiuk rFkk fuekZ.k 

laHko gqvk gS rFkk HkkSfrd txr blh ds ckn 

vfLrRo esa vk;k gSA bl n'kZu dk ekuuk gS fd 

psruk dh viuh Lora= lRrk gS rFkk mldk 

efLr"d ;k 'kjhj ls dksbZ ljksdkj ugha gSA 

vkn'kZokn esa ekuk x;k gS fd euq"; esa cqf) rFkk 

foosd lHkh tho/kkfj;ksa ls vf/kd gksrk gS rFkk blh 

dkj.k og vU; Ik'kqvksa ds leku okrkoj.k dk nkl 

ugha curk gS cfYd mlesa cnyko djds ;k rks mls 

Loa; ds vuqdwy cuk ysrk gS rFkk bl le; lalkj 

esaa tks lkaLd`frd rFkk lkekftd okrkoj.k gS og Hkh 

euq"; ds }kjk fufeZr gSA bl izdkj vkn'kZokn ekuo 

o mlds fopkjksa] Hkkoksa] vkn'kksZa dks egRoiw.kZ ekurk 

gSA rFkk vkn'kZokn dk ekuuk gS fd bUgha fopkjksa] 

vkn'kksZa] ewY;ksa dks izkIr djds euq"; vius O;fDrRo 

dk fodkl djrk gS rFkk vkRek ds }kjk lPpk Kku 

izkIr djds bZ'oj ls lk{kkRdkj dk iz;kl djrk gSA 

vkn'kZokn dk ekuuk gS fd okLrfod lRrk v/;kRe 

dh gksrh gS HkkSfrd ughaA bl fl)kar dk ekuuk gS 

fd jkT; dh psruk ds fcuk fdlh izdkj dh HkkSfrd 

lRrk ugha gksrh gS rFkk jkT; uSfrd ekU;rkvksa ds 

vuq:Ik gh viuk dk;Z djrk gSA ;g dksbZ cuk;h 
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xbZ laLFkk ;k leqnk; ugha gS] vfirq jkT; dks ekuo 

dh bPNk ds vuqlkj gh laxfBr fd;k tkrk gSA 

vkn'kZoknh n'kZu ds cgqr ls vkSj fofo/k :Ik gSa ijarq 

lcdk vk/kkjHkwr rRo ;gh gS fd lalkj dk mRiknu 

dkj.k eu rFkk vkRek gS rFkk ekufld Lo:Ik gh 

okLrfod Lo:Ik gSA vkn'kZoknh bl ckr dk ladsr 

nsrs gSa fd lalkj dks le>us ds fy, eu vFkok 

efLr"d loksZifj gSA muds fy, blls vf/kd vkSj 

dksbZ ckr ugha gS fd eu lalkj dks le>us esa yxk 

jgs] vkSj fdlh ckr dks blls vf/kd okLrfodrk 

ugha nh tk ldrh gS] D;ksafd eu ls vf/kd fdlh 

vkSj ckr dks okLrfod le>uk Loa; eu dh dYiuk 

gksxhA bl izdkj bldk tUe mlh le; ls ekuk 

x;k gS tc euq"; us lkspuk izkjaHk fd;k Fkk rFkk iwoZ 

rFkk if'pe nksuksa lH;rkvksa ls feydj gh bl fl)

kar dk tUe ekuk x;k gSA  

vkn'kZokn ds izeq[k fl)kar 

 vkn'kZoknh fopkj/kkjk ds vuqlkj] laiw.kZ 

lalkj nks :iksa esa foHkDr gS& ¼1½ vk/;kfRed lalkj 

¼2½ HkkSfrd lalkjA vkn'kZoknh fl)kar dk ekuuk gS 

fd vk/;kRe dk Kku gksuk euq"; ds fy, ije 

vko';d gSA blfy, vkn'kZoknh HkkSfrd txr dks 

izeq[krk nsrk gSA bl fopkj/kkjk ds vuqlkj HkkSfrd 

oLrq,a {k.kHkaxqj gksrh gSA vkpkj rFkk /keZ ij fuHkZj 

vkn'kZokn dks uSfrd vkn'kZokn Hkh dg ldrs gSaA 

bl izdkj ds vkn'kZokn dk O;kid izHkko iM+rk gSA 

blesa] ekuo 'kkjhfjd oklukvksa dk ifjR;kx dj 

O;fDr vkSSj lekt dks fdlh o`gRrj vkn'kZ dh vksj 

ys tkus dk iz;Ru djrk gSA ^jkepfjrekul* 

^dkek;uh* ^jaxHkwfe*] ^dq:{ks=*] ^}kij* vkSj ^egkHkkjr* 

vkfn uSfrd vkn'kZokn dh jpuk,a gSaA VkyLVk;] 

johUnzukFk] jksekjksyk¡] izsepUn xk¡/kh vkSj IysVks vkfn 

uSfrd vkn'kZoknh fopkjd FksA dykoknh vkn'kZokn 

ds leFkZd /kkfeZd] uSfrd vFkok vk/;kfRed vkn'kZ 

ds foijhr gSaA os yksx vkn'kZokn ds ewy esa fufgr 

fookn dk fojks/k djrs gSaA ^Øksps* bl oxZ ds usrk 

gSA og eu dh fo'kq) dYiuk ls dkO; ;k dyk dk 

tUe ekurs gSA vkSj mls vk/kkj rFkk /keZZ ls i`Fkd j

[krs gSA ;g fopkj Hkh ,d izdkj dk vkn'kZ gS] ftls 

dykoknh vkn'kZ dgk tkrk gSA vkn'kZokn dk 

rhljk :Ik ;FkkFkZoknh vkn'kZokn dk gSA blesa 

vkn'kZoknh fl)karksa dks thou dh ;FkkFkZoknh 

ifjfLFkfr;kas esa j[kdj ns[kk tkrk gSA izsepan dk 

vkn'kZZewyd ;FkkFkZokn cgqr dqN blls feyrk 

tqyrk gSA 

 fgUnh lkfgR; esa vkn'kZ rks ges'kk gh jgk gS] 

izkphu lkfgR; esa vkn'kZ dh gh iz/kkurk gSA 

rqylhdr̀ ^jkepfjrekul* bldk loZJs"B mnkgj.k 

gSA ^^jkepfjrekul esa lhrk] Hkjr vkSj guqeku 

Øe'k% ifrozr] Hkzkr`HkfDr vkSSj lsokHkko ds ,sdkafrd 

vkn'kZ gSaA n'kjFk] dSds;h] y{e.k] eqfu] ea=h] fu"kkn 

vkfn dks ;FkkFkZ pfj= dh Js.kh esa j[k ldrs gSaA** 

 fgUnh lkfgR; esa vkjaHk esa ohjrk dk vkn'kZ 

ekU; FkkA jktLFkku ds dfo;ksa esa ,sls fdrus gh 

fdj.kksTtoy vkn'kksZa dh LFkkiuk dh Fkh] tks 

bfrgkl esa vej gks tk,A HkfDRdkyhu lkfgR; esa 

vkn'kZ cny x;kA izselaca/kh mPpre vkn'kksZa dh 

LFkkiuk bl dky esa gqbZA e/;dkyhu vkn'kksZa dh 

lcls euksjatd >kadh rqylh ds ^ekul* esa feyrh 

gSA vkn'kZokn dk /;ku lrksxq.k dh vksj jgrk gSA 
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mldk ,d euksoSKkfud i{k Hkh gSA og lekt dh 

dqizo`fRr;ksa dk ifj"dkj djrk gS vkSj mlesa 

lqizòfRr;ksa dks tkxzr djrk gSA bl n`f"V ls ns[kus 

ij e/;dkyhu oS".ko larksa dk lkfgR; vkn'kZoknh 

Hkkoukvksa ls vksr&izksr fn[kkbZ iM+rk gSA lxq.k vkSj 

fuxqZ.k dkO;/kkjk ds leLr lkfgR; esa ;g vkn'kZokn 

orZeku gSA 

 jhfrdkyhu lkfgR; esa fdlh fof'k"V vkn'kZZ 

ds n'kZu ugha gksrsA vk/kqfud lkfgR; esa O;k.k] 

cfynku tSls jk"Vªh; vkn'kksZa dh LFkkiuk gqbZA ^;'kks/

kjk*] ^jk/kk*] ^mfeZyk* tSls vkn'kZoknh pfj=ksa dh 

mn~Hkkouk f}osnh;qxhu lkfgR; ds dfo;ksa us dhA 

Nk;kokn esa lkSUn;Z vkSj izse ds vkn'kksZa dh LFkkiuk 

dh] tks uSfrdrk dh csfM+;ksa esa tdM+s gq, ugha FksA 

 HkkjrsUnqdkyhu lkfgR; esa Hkh bldk :Ik 

orZeku gSA f}osnh ;qx ds dkO;] rFkk dFkklkfgR; esa 

vkn'kZokn dh Li"V >yd gSA izsepUnz] izlkn] xqysjh 

th] o`Unkouyky oekZ vkSj fnudj th ds lkfgR; esa 

Hkh bldh >yd feyrh gSA 

 Tk;'kadj izlkn dk miU;kl ^frryh* izse ds 

vkn'kZLo:Ik ,oa vkRe la;e ds o.kZu dk iz;kl gSA 

izlkn dk ^dadky* ;fn ;FkkFkZokn dh vksj mUeq[k gS 

rks ^frryh* iw.kZr% vkn'kZoknh miU;kl gSA ^frryh* 

Hkkjrh; ukjhRo dk izrhd gSA ftlds :Ik esa izlkn 

dk ukjh&vkn'kZ izfrQfyr gqvk gSA 

 ^lsoklnu* fgUnh miU;kl esa ,d uohu 

fn'kk dk lwpd gksdj vk;k gSSA bl rjg izsepUn 

dh vU; d̀fr;ksa }kjk fgUnh miU;kl ds uohu :Ik 

rFkk vkn'kZ dh izfr"Bk gqbZ vkSj thou dks mldh 

lexzrk esa O;Dr djus dk Js"Bre lk/ku cukA vr% 

vius miU;klksa esa ;FkkFkZoknh 'kSyh dk mi;ksx djds 

Hkh mís'; esa izsepUn vkn'kZoknh gh jgsA 

vkn'kZokn ds xq.k ,oa nkss"k& 

xq.k & bl fl)kar esa fo'okl j[kus okys O;fDr bl 

rF; dks le>rs gSa fd euq"; esa lR;a] f'koa] lqUnja 

tSls lukru ewY;ksa dk fodkl gks rHkh O;fDr viuh 

vk/;kfRed iw.kZrk dks izkIr djus esa l{ke gks 

ldsxkA blh Hkkouk ls O;fDr dk uSfrd fodkl Hkh 

gksxkA vkn'kZokn O;fDr ds vk/;kfRed fodkl ds i

{k ij Hkh /;ku nsrk gS rFkk og lkalkfjd oLrqvksa dh 

vis{kk vk/;kRe dks egRoiw.kZ ekurk gSA  

nks"k& vkn'kZokn ds nks"kksa esa iqjkuh ifjikVh dk 

vuqlj.k] orZeku thou ls laca/k foPNsn] 

vLokHkkfodrk ls ifjiw.kZ] /kkfeZd ladh.kZrk dk le-

kos'k] LorU=rk dh c)rk jgrh gSA vkn'kZZokn O;fDr 

ds thou ds vk/;kfRed i{k dk fodkl djrk gS 

rFkk O;kogkfjd lalkj ds dk;ksZa ls nwj j[krk gS 

tcfd vkt ds lekt esa izR;sd O;fDr dk;Z djds /

ku dekuk pkgrk gS rFkk viuh jksVh] fuokl o vU; 

nSfud vko';drkvksa dks iw.kZ djuk pkgrk gSA 

milagkj&    

 vkn'kZokn ds xq.k&nks"kksa vkSj fo'ks"krkvksa ds 

foospu ls ;g fu"d"kZ fudyrk gS fd lkfgR; dh 

iw.kZrk ds fy, nksuksa oknksa dk lUrqfyr leUo; 

vR;Ur vko';d gSA ,d gh lkfgR;dkj vkn'kZoknh 

vkSj ;FkkFkZoknh& nksuksa gh gks ldrk gSA fdlh Hkh 

lQy dykdkj dks nksuksa gh oknksa dks ysdj pyuk 

vko';d gS D;ksafd lkfgR;dkj ;fn dksjs vkn'kZokn 

dkss ysdj pyrk gS rks yksd dk ml ij fo'okl 

ugha terk] og dsoy LoIuyksd ;k LoxZ dh ckr gks 
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tkrh gSA bl rd igqapus ds fy, lekt vius dks 

leFkZ ugha ikrkA vr% mldks NksM+ cSBrk gSA blh 

izdkj ;fn dksbZ lkfgR;dkj dksjs ;FkkFkZokn dk gh 

fp=.k djrk gS] rks euq"; ds ladYi vkSSj mUufr dh 

izo`fr rFkk lnHkkouk dks izsj.kk ugha feyrhA mldh 

vkRek dks larks"k izkIr ugha gksrk vkSj lekt dh 

vusd leL;kvksa dk lek/kku Hkh ugha gksrkA vr% og 

yksd dk vf/kd dY;k.k ugha dj ldrkA blfy, 

vko';d ;gh gS fd lkfgR; vkn'kZ vkSj ;FkkFkZ nksuksa 

gh dks viukdj pysA mldk Hkou ;FkkFkZ dh uhao 

ij [kM+k gks] ij mldk fodkl izLrkj vkSj Å¡pkbZ 

ds fy, vkn'kZokn dk foLr`r vkSj mUeqDr vkdk'k 

jgsA ,slk lkfgR; gh loZtu&lqyHk] loZekU; vkSj 

loZfgrdkjh gks ldrk gSA ;gka vkn'kZZokn ls gekjk 

vfHkizk; ;FkkFkZokfn;ksa ds ml vkn'kZokn ls gS tks 

izxfr dh izsj.kk nsrk gSA u fd dksjs LoIu ns[kus 

okys mu vkn'kZokfn;ksa ds vkn'kZokn ls tks 'ks

[kfpfYy;ksa dk LoxZ gksrk gSA 

lanHkZ xzaFk& 

 vkn'kZ vkSj ;FkkFkZ& Ikq:"kksRre yky JhokLro 

i`"B la0& 127&129 

 n`f"̀V vkSj fn'kk lkfgfR;d fuca/k& Mk0 pUnzHkku 

jkor]  i"̀B la0& 38 
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Hkkjr esa tutkfr;ksa ds ekufp=.k dyk,- laLdf̀r +ijaijkxr vkSj vk/kqfudrk 

¼cLrj ftyk ds xks.M tutkfr;ksa ds fo’ks"k lUnHkZ esa½ 

fnyhi dqekj 'kqDyk] f'k{kk foHkkx] ØkbZLV dkWyst] txnyiqj] N-x-] Hkkjr 

Lkkj la{ksi % Hkkjr ds lafo/kku dh /kkjk 46 esa fy[kk x;k gS fd jkT; turk ds detksj rcdks fo’ks"k 

vuqlwfprtkfr;ksa vkSj vkfFkZd fgrksa dks fo’ks"k lqfo/kk nsxk vkSj mudh izR;sd izdkj ds lkekftd vU;k; 

vkSj 'kks"k.k ls j{kk djsxk vkSj tutkrh; leqnk; ns’k ds dqy 15 izfr’kr {ks+= Hkkx esa QSys gq, gSA budk 

Hkkjr esa tutkfr;ksa ds ekufp=.k dyk vkSj laLd`fr ] ijaijkxr vkSj vk/kqfudrk ij orZeku fLFkfr esa 

fdruk vius vkidks viuk ijaijkxr ]laLd`fr dks fdl rjg fuHkk jgs gS vkSj blesa vk/kqfudrk fdl rjg 

gkfo gSA  

vkfnokfl;ksa esa viuh i`Fkdrk dk cgqr vHkkl gS vkSj os vius vkidks xSj*&vkfnoklh tkfr;ksa] eqlyekuks 

vkSj bZlkb;ksa ls vyx ekurs gSA Hkk"kk mudh igpku dk ,d cgqr cMk vk/kkj gSA cgqr lh 

tutkfr;kW ,slh igkMh vkSj taxyh {ks+=ksa esa jgrh gS tgkW tula[;k fNrjh gqbZ gS vkSj lapkj dfBu gSA 

vkfnoklh iwjs miegk}hIk esa QSys gS] ijUrq if’pe caxky] fcgkj] mMhlk] e/;izns”k- z-] jktLFkku] 

NRrhlx<] xqtjkr vkSj egkjkV] esa budk eq[; vk/kkj gSA ,u-ds- cksl dh rjg vkanzs csRrsbZ us Hkh 

tutkfr;ksa ds oxhZdj.k ds eq[; vk/kkj ]Hkk"kk ]/keZ vkSj i`Fkdrk dh cryk;k gSaA mudh eq[; leL;k,W] fu/

kZurk] csjkstxkjh] ++_+.kkxzLrrk] fiNMsiu ]vkSj vKkurk dh gSA Tkc ,d laLd`fr fdlh nwljh laLd`fr ds 

lEidZ esa vkrh gS rks yksx ijLij izHkkfor gksrs gSA vkerkSj ij NksVk leqnk; cMs leqnk; ls izHkkfor gksrk 

gSA Hkkjrh; laLd`fr esa [kku] iku dh le+̀) ijaijk iwjs fo’o esa mls f’k[kj ij LFkkfir djrh gSA gtkjksa 

nsoh&nsorkvksa vkSj J)k&fo’okl &lcwjh okys gekjs ns’k esa O;atuksa dh ijiajk lfn;ksa ls pyh vk jgh gSA 

vc jktk egkjktk okyh ckr ugh jgh ]ysfdu xjhc ls ysdj vehj rd Hkkjrh; O;atuksa dh ijaijk dks 

lajf{kr j[krs gq, bls vkSj le`) cukus esa tqVs gq,s gSA Hkkjrh; ijaijk esa vHkw.kksa dh igpku fo’o esa lcls 

vf/kd Hkkjr esa gh gSA 

NRrhlx<- Hkkjr ds àn; esa clk gS] cLrj bldh vkRek gS] blfy, Hkkjr dh xkSjo’kkyh ijaijk ds 

lHkh vk;ke ;gka Hkh fo/keku gS] NRrhlx<- rht &R;kSgkjksa dk {ks= gSA tqykbZ ekg ls NRrhlx<- ds cLrj 

esa Hkh rht R;kSgkjksa dk ekSle ’kq: gks tkrk gSA vkfnoklh {ks= cLrj esa vkfnoklh laLd`fr vkSj ijaijk us 

vusd vHkw"k.kska dh Jà[kyk nh gSA vkt Hkh cLrj dh dU;k,W flj ij dkSMh vkSj pkanh ds yjksa ls laqlfTtr 

xgus igudj viuh ijaijk dks lqjf{kr j[kh gqbZ gSA cLrj ftys ds izeq[k rht R;kSgkj & ekVh &frgkj ]

fHkek trjk ]xksUpk ]veql frgkj] uok[kkuh ]n’kjkgk] fn;kjh] eaMkbZ vkfnA cLrj ds izeq[k tutkfr xks.M ]

gYck ]Hkrjk ]eqfj;k] vcq>ekfM;k vkfnA cLrj ftys esa xks.M tutkfr yxHkx lHkh fodkl [k.Mksa esa 

fuokl djrs gSA budh Hkk"kk] cksyh] jgu&lgu] [kku&ihu] iguok budh laLd`fr ,oa ijaijk budh igpku 
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gSA f’k{kk dh n`f"V ls fiNMk tutkfr gSA NRrhlx<- ds tutkfr;ksa esa xks.M lcls cMh tutkfr gS] tks 

fd jkT; ds nf{k.k fgLls esa fuokl djrh gSA ekuk tkrk gS fd ;g tutkfr nzfoMoa’k ls gSA oLrqr% 

^xq.M* ’kCn rsyxq ds ¼dksM’kCn½ cuk gS] ftldk vFkZ ioZr gksrk gSA xks.M vf/kdk’kar% cLrj ds iBkj rFkk  

NRrhlx<- csflu rd foLrr̀ gSA jkT; esa xks.Mksa dh dqy 30 ’kk[kk,W gSA ftuesa izeq[k #i ls vcq>ekfM;k] 

naMkeh ]nfj;k vker xks.M] lcfj;k xks.M ]flÄjksfy;k xks.M ] ljxaqft;k xks.M ] ukxoa’kh ] BfV;k] 

jkteqfj;k ]fdyHkwrk] vks>k ,oa ,dxks.M eqfj;k bR;kfn gSA tutkfr;ksa dh laLd̀fr ]vkSj ijaijk dk àkl gks 

jgk gSA budh eq[; otg gS] tks ,d ih<h ls nwljh ih<h esa agLrkarj.k gksrs&gksrs àkl gks jgk gSA nwljh 

vksj vk/kqfudrk ls izHkkfor gks jgk gSA N-x- dh cLrj esa tutkfr;ksa dk laLd̀fr ]ijaijk ,d vksj ’kklu 

dh xfrfof/k;ksa dh otg ls]nwljh vksj yxHkx lEiw.kZ  NRrhlx<- lfgr cLrj ftys esa uDlyokn ds 

dkj.k budh laLd̀fr ]ijaijk lekfIr ds dxkj ij gSA rhljh vksj /kekZraj.k dh otg ls izHkkfor gSA 

tutkfr;ksa dk /keZ vyx gS] tks nsorkcw<k nso dks ekurs gSA vxj le; jgrs tutkfr lekt ds yksxksa dks 

f’kf{kr gksdj vius ekufp=.k dyk ]laLd̀fr dks thfor j[kus ds fy, Bksl dne mBk;s vkSj /kekZraj.k ij 

jksd yxk;s vkSj bls fdl rjg lajf{kr fd;k tk; ftlls tutkfr vius igpku dks u [kks nsA budh 

izkphu xkSjo’kkyh laLd`fr ]dyk ijaijk vkt Hkh Hkkjr esa fo|keku gSA dguk uk gksxk dh Hkkjr dh 

laLd`fr] ijaijk] dyk dh ppkZ tutkfr;ksa ds fcuk v/kwjh lkfcr gksxh A 

Hkkjr dh tutkfr;ka %&  

  Hkkjr esa ùtkrh; lewgksa esa 

tutkfr; tula[;k dk egRoiw.kZ LFkku gS 

tutkfr; yksd fofHkUUk ut̀krh; Hkk"kkbZ rFkk /kkfeZd 

lewgksaa ls lEcU/k j[krs gS] muds lkekftd rFkk 

vkfFkZd y{k.k Hkh fof'k"V gksrs gS A  

 

Hkkjrh; lafo/kku ds vuqPNsn %&  

  vuqPNsn 366 ¼25½ ds vuqlkj 

tutkfr ls rkRi;Z mu tutkrh; leqnk; vFkok 

tutkrh; leqnk;ksa ds va'kksa ;k lewgksa ls gS] tks 

lafo/kku ds vuqPNsn 342 dss rgr~ vuqlwfpr 

tutkfr;ksa ds :i esa ekus x, gSA Hkkjr ljdkj dh 

vf/klwpuk ds vuqlkj budh dqy la[;k 550 gS A 

lEHkor% fo’o esa tutkfr ds lokZf/kd yksx Hkkjr esa 

gh vuqlwfpr tutkrh; tula[;k 2 -25 djksM+ Fkh] 

tks dqy tula[;k dk 5-6 izfr'kr Hkkx Fkk 1 o"kZ 

2011 esa budh tula[;k c<+dj 10-42 djksM+ gks xbZ 

tks dqy tula[;k dk 86 izfr'kr Hkkx Fkk A 

th0 ,l0 /kq;sZ us viuh iqLrd fn 'ksM~;wYM VªkbCl 

¼1959½ ds la'kksf/kr laLdj.k esa fy[kk gS %& 

^^vuqlwfpr tutkfr;ksa dks uk rks ^^vkfne** dgk 

tkrk gS vkSj u gh ^^vkfnoklh** u gh mUgsa vius 

vki esa ,d dksfV ekuk tkrk gSA vkerkSj ij mUgs 

vuqlwfpr tkfr;ksa ds lkFk 'kkfey fd;k tkrk gS] 

vkSj fiNM+s oxksZ dk ,d lewg ekuk tkrk gS 

**vuqlwfpr tutkfr;ksa ds ckjs esa laoS/kkfud 

n`f"Vdks.k dk ;gh lkj  gS A  

tutkrh; {ks= %&  

  tutkrh; leqnk; ns’k ds dqy 15 
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izfr'kr {ks= Hkkx esa QSys gq, gS] tks fHkUu & fHkUu 

ikfjfLFkfrdh rFkk Hkw & tyok;q fLFkfr;ksa okys eS-

nkuh] ioZrh;] taxyh vkSj nqyHkZ {ks=ksa esa jgrs  

gS Hkkjrh; tutkfr;ksa dks muds HkkSxksfyd foLrkj 

ds vuqlkj fuEu Hkkxksa esa ckWVk tkrk gSa A  

¼1½ mRrj ,oa mRrj iwohZ {ks= ¼2½ e/;orhZ {ks=  ¼3½ 

nf{k.kh izns'k  ¼4½ )hilewg {ks=  

tutkrh; vFkZO;oLFkk %&  

Hkkjr dh tutkrh; vFkZO;oLFkk dk O;kid v/;;u 

loZizFke nks vFkZ'kkfL=;ksa us ekuk Mh0,l0 ukx rFkk 

vkj0ih0 lDlsuk us Øe'k% 1958 ,oa 1964 esa fd;kA  

tutkrh; vFkZO;oLFkk dk oxhZdj.k %&  

fofHkUu fo)kuksa us tutkrh; vFkZO;oLFkk dk 

oxhZdj.k fd;k gS %&  

¼1½ LFkkukarfjr d`f"k ¼2½ LFkk;h d`f"k  ¼3½ ljy 

dkjhxj  ¼4½ yksd & dykdkj  

NRrhlx<+ dh tutfr;ka %& 

1 uoEcj 2000 dks NRrhlx<- dk Hkw & Hkkx e-iz- ls 

i`Fkd dj ,d vyx NRrhlx<-  jkT; cuk fn;k 

x;k A NRrhlx<- jkT; fuekZ.k ds v/kksfyf[kr 

dkj.k gS & 

¼1½ HkkSxksfyd dkj.k  

¼2½ lkaLd̀frd dkj.k  

¼3½ iz'kklfud dkj.k  

¼4½ NRrhlx<- ds lkFk Hksn & Hkko  

¼5½ vkS|ksfxd fodkl  

¼6½ ckgjh 'kks"k.k    

NRrhlx<-,d vkfnoklh ckgqY; {ks= gS ;g ij ou 

lEink dh izpqjrk fo|eku gS vkfnoklh] 

ouoklh] ,oa tutkfr bR;kfn ukeksa ls vfofgr ,d 

ekuoh; leqnk; tks ekuoh; lH;rk ds fodkl 

lksiku dks vHkh rd iw.kZ :i ls Li'kZ ugh dj ik;s 

gS tks vHkh Hkh nqxZE; vkSj l?ku & ou izkarks dh /kjk 

esa tM+ cus cSBs gS mudk thou mudh 'kSyh mudk 

vkpkj & fopkj mudh laLd̀fr gesa 'kkfUr 

vkSj ,dkUr esa HkkSfedrk ls nwj uSlfxZd ifo=rk ds 

lk{kh cukrs gS A uo~& XkfBr NRrhlx<- izkUr ewyr% 

bUgh izd`fr & iq=ksa dh iz/kkurk fy;s gS A  

2001 dh tux.kuk ds vuqlkj NRrhlx<- jkT; esa 

vuqlwfpr tutkfr;ksa dh dqy tula[;k 66]16]59 

gSA NRrhlx<- jkT; dh dqy tula[;k dk 31-8 

izfr'kr Hkkx vuqlwfpr tutkfr;ksa dk gS fofnr  gks 

fd 1991 dh tux.kuk es ajkT; dh dqy tula[;k 

dk 32-5 izfr'kr Hkkx vuqlwfpr tutkfr;ksa dk Fkk 

A NRrhlx<-   jkT; esa 42 vuqlwfpr tutkfr;ka 

tks bl izdkj gS & vxfj;k] va/k] cSxk] Hkrjk] HkSuk] 

Hkhy]eqaMk] eqfj;k] xks.M vkfn A  

ewy :i ls jkT; esa vkfnoklh lewg rhu Hkk"kk 

ifjokjksa es foHkkftr gS A  

¼1½ eqaMk Hkk"kk ifjokj  

¼2½ nzfoM+ Hkk"kk ifjokj  

¼3½ vk;Z Hkk"kk ifjokj  

tutkfr;kss dk lkekftd thou %& tutkrh; 

lekt cgqr gh ljy gS mudk lkStU; mudk 

vfrfFk lRdkj] mudk vuq'kklu] mudh 

lkeqnkf;drk] mudh vkRe fuHkZjrk mudh dBksj 

ifjJe djus dh {kerk] mudk izd`fr ds lkFk 

vn~Hkqr lkeatL; muds lekt dh ekSfyd fo'ks"krk,WA 

¼1½ tUe laLdkj %&  

  vkfnoklh f'k'kq tUe dks izkd`frd ?
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kVuk ekurs gS] xksM+ bls >yuksnuh ,oa nqYgknso dh 

d`Iik ekurs gS A N% fnuksa rd ekrk vifo= ekuh 

tkrh gS NBosa fnu Ngh euk;k tkrk gS 

¼2½ ukedj.k %&  

 ukedj.k laLdkj cPps ds thou dk igyk 

laLdkj gksrk gS ftls fofHkUu tutkfr;kW vyx&  

vyx vof/k ij lEiUu djrh gS] cPps dk uke ufn] 

igkM+] fnu] efguk] _rq ;k fof'k"V volj ds uke 

ij j[kk tkrk gS A  

¼3½ fookg i)fr %&  

 vkfnoklh lekt esa ,d fookg vkSj cgqfookg 

nksuksa dk izpyu gS tutkfr;ksa esa fookg laca/kh 

lhek,a vf/kd gS %&   

�¼1½ Ø; fookg ¼2½ lsok fookg ¼3½ xa/koZ fookg ¼4½ 

vigj.k fookg ¼5½ fo/kok fookg  

¼6½ fofue; fookg ¼7½ gB fookg  

tutkrh; ;qok x`g %&  

 tutkrh; ;qokx`g tutkrh; laLd`fr;ksa dh 

izkphurk vkSj ekSfyd laLFkk,a mudh fo'ks"krk;sa 

gSA ;qokx`g muesa ls ,d gS ;g tutkfr;ksa 

dh ,d ,slh laLFkk gS tks lkaLd`frd n`f"Vdks.k ls 

egRoiw.kZ gS A ;qok x`g vfookfgr yM+dksa ,oa 

yM+fd;ksa dk ,d ,slk laxBu gSa ftldk dk;Z vius 

lekt dh laLd`fr ls ifjp; djkuk rFkk viuh 

laLd`fr ds vuq:i muds ekufld fodkl dks 

lqfuf'pr djuk gS A  

tutkfr;ksa dk /kkfeZd thou %&  

 vkfnoklh dk lEiw.kZ thou pdz /keZ ij vk/

kkfjr gksrk gS A fgUnq nsoh & nsork Hkh gksrs gS tks 

fgUnq 'kkL= esa ugh feyrs gS A buds nsork gS & 

nqYgknso] cq<+knso] Bkdqjnso] /kekZnso] djenso ,oa 

nsfo;kW gS & [kqfj;kjkrh] Hkwfeekrk] nars'ojh] ekgkek;k 

vkfn A  

tutkfr;ksa ds nsoh nsork %&  

 tutkfr;ksa ds gj xkao esa  vius nsoh nsork 

gS /kkfeZd vkLFkk vkSj va/kfo'okl dk xgjk rkuk 

ckuk bl vapy esa foLrkfjr gS gj xkao eas nsoxqM+h 

gSA  

tutkfr;ksa ds izeq[k vkfnoklh nsork %&  

 Hkaxkjke] cw<+knso] Mksdjknso] ckjg rjg ds 

Hkhek] dqaoj] HkSjeckck] vkaxkikVnso] ikVnso] A 

tutkfr;ksa dh izeq[k vkfnoklh nsfo;ka %&  

 ds'kjikyhu] ekoyh] rsyxhu] 'khryknbZ] 

fgaxykthu] dadkyhu] lkrokfguh] ?kkVeaMhu A  

cLrj ftys ds tutkfr;ka %& 

 cLrj ,d ns'kh fj;klr Fkh ftldk foy; 

Lora=rk izkfIr ds ckn Hkkjrh; x.kekU; es fd;k 

x;k A cLrj jktoa'k ds vfUre jktk izohjpUnz Hkat-

nso 1936 esa mudh ekrk izQqYYk dqekjh ds fu/ku ds 

ckn vaxzstksa us mUgsa x)h lkSaih vktknh ds ckn ns'k 

vU; ns'kh fj;k;rksa ds lkFk&lkFk cLrj fj;klr dks 

Hkh Hkkjrh; x.kjkT; esa foy;dj fn;k x;kA  

cLrj dk ukedj.k %&  

 cLrj ds ukedj.k ds lc/k esa Hkh fdaon-

fUr;ka gSA ,d fdoanfUr;ka gS fd cLrj dh uho 

Mkyus okys pwWfd ckWl ds rys esa fuokl djrs Fks 

vr% ;g ckal gh cLrj dgykus yxkA cLrj ds lHkh 

fodkl [k.Mksa esa tuthou fuokl djrh gSA ftlesa 

eq[;r% xks.M] eqfj;k] ekfM+;k] gYck] Hkrjk] 

vcq>ekfM+;k] bR;kfn gSa A budh Hkk"kk cksyh jgu] 
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lgu] laLd`fr] yksdxhr] bR;kfn vyx igpku gS A 

cLrj dk ftyk eq[;ky; txnyiqj gS ;g ij 

'kkklu ds iz;kl ls ;g 5oha vuqlwph ykxw gS A 

buds fy, vkj{k.k O;oLFkk gS A  

 cLrj ftyk esa fnlEcj ekg ls eM+bZ] esys 

dk 'kqHkkjaHk gksrk gSa cLrj dh yksd laLd`fr esys vkSj 

eaM+bZ esa vius lEiw.kZ mRlkg ds lkFk f[kyf[kyk 

mBrh gS A cLrj dk leLr lkaLd̀frd thou bu 

fnuksa mUeqDr gks mBrk gS A izd`fr ds es oU; iq= 

iw.kZ ekSfydrk ds lkFk vius yksdthou ds vkaun dk 

ve`riku djrs gS A cLrj ftys dh izFke eM+bZ 

txnyiqj ls 22 ehy nwj ds'kjiky xzke esa nsoh eka 

ds'kjikfyu ds lEeku esa Hkjrh gS A ;wa rks yxHkx 

lEiw.kZ cLrj ds gj {ks= esa viuh & viuh ijEijkvksa 

ds vuqlkj eaM+bZ dgrs gS vkSj nwljs fnu dks cklh 

eM+bZ dgrs gS A eaM+bZ es vklikl xzke ds leLr 

nsoh & nsork vkaef=r jgrs gS A fo'ks"kdj bu eM+bZ 

o esys es LFkkuh; vkaxk nso dk fof'k"V egRo gksrk 

gSa A  

26 tuojh 2015 x.kra= fnol ij fnYyh esa cLrj 

n'kgjs dh >kadh %&  

       jkT; ds izfl) cLrj n'kgjs dh >kadh 

fnYyh ds x.kra= fnol ijsM ds fy, pquh x;h FkhA 

rhu ekg dh p;u izfdz;k ds ckn bls j{kk ea=ky; 

dh fo'ks"kK lfefr us gjh >aMh fn[kk;h FkhA tu-

laidZ foHkkx ds lapkyd jtrdqekj us crk;k fd 

>kadh ds lkFk cLrj ds 30 ls vf/kd yksd urZd Hkh 

lfEyr gq,s FksA tulaEidZ foHkkx ds izeq[k lfpo 

vfHkrkHk tSu us crk;k fd >kadh ls tgk NRrhlx<- 

dh le`) laLd̀fr ds ckjs esa yksx tkusaxs ogh nwljh 

vksj blls jkT; ds i;ZVu dks Hkh c<+kok feysxk 

cLrj n'kgjk 75 fnu rd euk;k tkus 

okyk ,sfrgkfld ioZ gS ;g 532 o"kZ iqjkuk gSA bl 

lekjksg ds eq[; vfrfFk vesfjdk ds jk"Vªifr Jh 

cjkd vksckek f'kjdr dj lgkjuh; fd;k Fkk  

 

xks.M tutkfr;ka  %& 

 NRrhlx<- lfgr cLrj ds tutkfr;ksa ds 

xks.M lcls cMh tutkfr gS ]tks fd jkT; ds nf{k.k 

fgLls esa fuokl djrh gSA ekuk tkrk gS fd ;g 

tutkfr nzfoMoa’k ls gSA oLrqr% *xq.M*  ’kCn rsyxw 

ds ¼dksM ’kCn½ cuk gS] ftldk vFkZ ioZr gksrk gSA 

xks.M vf/kdka’kr% cLrj ds iBkj rFkk NRrhlx<-  

Cksflu rd foLr`̀r gSA jkT; esa xks.Mksa dh dqy 30 

’kk[kk,a gSA ftuesa izeq[k #i ls vcq>ekfM;k] 

nMkeh ]nfn;k ]vker xks.M] lcfj;k xks.M ]fla/

kjksfy;k xks.M] ljxqft;k xks.M] ukxoa’kh BfV;k] 

jkteqfj;k] fdyHkwr] vks>k ,oa ,d xks.M eqfj;k 

bR;kfn gS] cLrj ftys ds lHkh fodkl[k.Mksa esa 

fuokl djrs gSA 

oL=kHkw"k.k%&  

 Xkks.M izk;% lwrh oL= igurs gS vkSj fud-

VorhZ dLCks ls diMk dzz; dj flykbZ Lo;a djrs gSA 

vius Ik’kqvksa ls Åu izkIr dj dEcy cukrs gSaA 

fL=;ka ewaxk vkSj udyh eksfr;ksa ds cus vkHkw"k.k xys  

vkSj gkFkska esa igurh gSA ,Y;wfefu;e dh ckyh 

igurh gSA xks.M ;qofr;ksa ds eq[k ]gkFk ,oa tka?k dks 

xqnkus dk vR;af/kd izpyu gSA os vius twMs dks cMs 

lQkbZ ds lkFk rS;kj djrh gS] blds fy, lQsn 

ckal ds ta?k dk ;k vU; da?ka tks LFkkuh; rkSj rjhds 



60  

 Shodh Darpan, Dec-2015, Vol-1 No-3   ISSN No- 2454-1516 

ij cukrs gS] bLrseky djrh gS] izR;sd ;qorh ds ikl 

4&6 da?ks gksuk t#jh  gSA 

xks.M tutkfr;ksa ds u`R;%& 

1- gqyfd o ekanjh %&gqydh ukpk ;g vf/kdRrj 

flrEcj&vDVqcj ekg esa xks.M ;qod &;qofr;ksa ds )

kjk lkeqfgd u`R; djrs gS vkSj rqM& rqMh ctkrs gSA 

2- ekanjh u`R;%& ekanjh u`R; esa ekanj dh djrky ij 

u`R; fd;k tkrk gSA blesa xhr ugh xk;k tkrk 

gSA ;g ?kksVqy dk fu;fer ùR; gksrk gSA Fkkiksa ds 

la;kstu ij gh fpVdqy ctkbZ tkrh gSA ;g u`R; 

yxkdj dbZ ?kaVksa rd pyrk gS ekanjh u`R; yxHkx 

izR;sd jhfr ]fjoktksa ]ioZ mRloksa ij fd;k tkrk gSA 

3- gqydh u`R;%& gqYdh ikVk ?kksVqy dk lkewfgd 

euksjatd xhr gSA bls vU; lHkh voljksa ij Hkh 

fd;k tkrk gSA blds xhr uqR; ds eq[; vkd"kZ.k 

gksrs gS] gqydh ikVk esa yMfd;ksa vSkj yMds nksauksa 

Hkkx ysrs gSA  

’kks/k dk;Z dh vof/k esa iz;ksx fd;s x;s izfof/k;ka %& 

         fo"k; oLrq dk O;kid foLr̀r o ckjhdh 

v/;;u djuk ,d tfVy izfd;k gSA ;g ’kks/k izca/k 

lkekftd ’kks/k iz.kkfy;ksa ij vk/kkfjr gSA fo"k; oL-

rqvksa ls lcaf/kr lkekxzh dk laxzg.k fuEu izfof/k;ksa 

ds }kjk fd;k x;k gS A  

d ½ izkFkfed L=ksrks ls fo"k; oLrq dk laxzg.k %& 

;g lkekxzh esjs }kjk fuEu izfof/k;ksa dk iz;ksx 

laxzfgr fd;k gS A 

1 ½ lk{kkRdkj ds fy, lSaEifyax vkfnA 

2 ½ losaZ{k.k ds fy, lSaEifyx A 

3 ½ voyksduA 

4 ½ futh Lrj ij iznf"kZr rF;ksa ;k ys[kks dk 

ladyuA  

5 ½ iz’ukoyh A 

[k ½ f}rh; L=ksrksa ls lkekxzh laxzg.k gsrq %&  

lkepkj i=ks if=dkvksa fo"k; oLrq ls lca/kfr 

iqLrdks] lekt izeq[kks] lEc/kh izdkf’kr ys[kksa vkfn 

dk lkgkjk fy;k x;k gS A 

lanHkZ xzaFk lwfp 

1  csgkj bkW0jkedqekj  & **cLrj ,d v/;;u** e0iz 

fgUnh xzUn vdkneh 1995 A 

2 ’kekZ ds0 ,y0 & **Hkkjrh; lkekftd lajpuk ,oa 

ifjoZru** jkor ifCyds’kUl t;iqj 2006A 

3 ’kekZ MkW0 r`"̀kk & ** N0 x0 bfrgkl ]laLd`̀fr ,oa 

ijEijk ** oSHko izdk’ku jk;iqj N0x0 2010A 

4 JhokLro bkW0,0vkj0,u0 &**tutkrh; Hkkjr** 

e0iz0 fgUnh xzUn vdkneh 2004A 

5 mik/;k; MkW0 fot; ‘’kadj ,oa ’kekZ MkW0fot; 

izdk’k  & **Hkkjr dh tutkfr; laLd`̀fr** e0iz0 

fgUnh xzUFk vdkneh ]Hkksiky 2004A 

6 oS".ko gfjgj ,oa oS".ko [kse &**cLrj ds rht 

&R;kSgkj cLrj ** lEHkkx gYch lkfgR; ifj"kn N0 

x0 2002A  

nSfud lekpkj i= 

1 if=dk isij 2 uoHkkjr isij 3 nSfud HkkLdkj 

i= ,oa if=dk  

vuqlwfpfr {ks= gsrq egRoiw.kZ lafgrk @vf/

kfu;eksa esa la’kks/ku iapk;r mica/k vf/kfu;e 1996 ds 

rgr vuqlwfpr tutkfr;ksa ,oa {ks=ksa ds fy;s Hkwfj;k 

lfefr dh vuq’kalkvksa ij vk/kkfjr] vkfne tkfr ,oa 

vuqlwfpr tkfr dY;k.k foHkkx ]e0iz0A 

Izkeq[k rht R;kSgkj ¼yksdioZ ½%&  
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       laLd`fr dks izokgeku cukus esa yksd ioksZ dk 

eRoiw.kZ LFkku gksrk gSA ;s thoUr cuk nsrs gSA bu 

ioksZ ds vk;kstu ds ihNs Hkkouk tks Hkh gks ]ij 

laLd`fr laj{k.k dh ǹf"V ns[kk tk, rks ewyr% 

buds )kjk gekjh laLd̀fr fujarj iksf"kr gksrh jgh 

gSA ioksZ dh ǹf"V ls - NRrhlx<-  ds tutkfr; o"kZ 

ds ckjg eghus esa dksbZ u dksbZ ioZ gksrk gSA  

tSls %& 1 gjsyh 2 uok[kkuh 3 Nsj Nsjk 

tutkfr;ksa dh lgHkkfxrk%& 

       cLrj ftys dh xks.M tutkfr;ksa ds 

ekufp=.k dyk ]laLd`fr vkSj ijEijkxr ,oa vk/

kqfudrk ls lacaf/kr fofHkUu igyqvksa ij fo’ys’.k 

izLrqr djrk gSA izkFkfed L=ksarksa ds vk/kkj ij izkIr 

rF;ksa ls tutkfr; lgHkkfxrk dh fLFkfr uohu vk/

kkj fn;k x;k gSA tks uohu vk/kkj ls tutkrh; dh 

laLd`fr ]dyk] dks vk/kqfud ifjos’k esa vuqeku yx;k 

tk ldrk gSA blesa eq[; :Ik ls  mRrjnkrkvksa dh 

lgHkkfxrk dk m)s’; ekufp=.k dyk] laLd̀fr ]

ijEijkxr vkSj vk/kqfudrk xks.M tutkfr;ksa dh 

lgHkkfxrk ds vk/kkj ,oa laca/kksa dh izd`fr esa 

mudh :fp fu.kZ;d fLFkfr rFkk fodkl lgHkkfxrk 

ds izHkko ls lEcaf/kr rF;ksa dks lkfjf.k;ksa ds ek/;e 

ls n’kkZ;k x;k gSA 

lq>ko ,oa fu"d"kZ %&  

       Hkkjr esa tutkfr;kW ,d v[kf.Mr tu 

leqnk; ugh gSA ,sfrgkfld] i`"BHkwfe ]lkekftd ]

vkfFkZd ]lkaLd`frd lekL;kvksa vkSj izxfr ds Lrj ds 

lUnHkZ esa muesa vUrj ik, tkrs gSA dqN tutkfr;ka 

ouksa esa vkSj igkfM;ksa ij jgrh gS] tcfd vU; eSnkuh 

ij jgrh gS] dqN LFkk;h d`"kd gS rks dqN ouksa dh 

mit ij fuHkZj djrh gSA dqN tutkfr;ka o`gn 

lekt ds xgjs lEidZ esa jgh gSa vkSj mUgksaus fgUn-

qvksa ]blkb;ksa vkSj vU; leqnk;ksa dh thou iz.kkfy;ksa 

dks viuk fy;k gSA bu foHksnksa ds dkj.k tutkfr;ksa 

esa lkekftd ] jktuSfrd psruk ds Lrj vkSj 

laLd`fr ]dyk vkSj vk/kqfudrk ds lUnHkZ esa vUrj 

ik, tkrs gS A lkekU;r% lHkh tutkfr;ka vkt Hkh 

detksj oxZ dh gSA la{ksi esa cLrj ftys ds tutkfr 

izkphu le; ls lHkh orZeku esa Hkh detksj gS vkSj 

bls vius laLd`fr ]dyk] ijEijkxr dks izHkkfor 

djus esa /kekZUrj.k ,oa uDlyokn iz”uokpd fpUgksa 

ds nk;js esa gSA  

lq>ko %& 

1 vapy dh tutkfr dh ekufp=.k dyk] laLd̀fr ]

ijEijkxr dks loksZPp izkFkfedrk fn;s tkus dh 

vko’;drk gSA lEiq.kZ cLrj ftys esa bl gsrq fo’ks"k 

dk;Zdze cuk;k tk;s A  

2 tutkfr ds nks;e ntsZ dk eq[; dkj.k mudh 

vkfFkZd ijk/khurk gSA  

3 /kekZUrj.k dk mik; [kkstk tkuk vko’;d gSA  

4 uDlyokn dh leL;k dk Rofjr lek/ku 

vko”;d gSA ¼pkgs ckrphr ls gks ;k vU; rjhdksa 

ls½  vU;kFkk lewps cLrj esa  ekufp=.k ] dyk] 

laLd`fr ,oa ijEijkxr dHkh Hkh lEiw.kZ vFkksZ esa lQy 

ugh gks ldsxh A  

5 vk/kqfudrk ls tutkfr izHkkfor gks jgs A bls 

jksdk tkuk pkfg,A  

fu"d"kZ %& ;g dgk tk ldrk gS fd cLrj ftys ds 

foHkUu Lrjksa ds tutkfr;ksa dh laLd̀fr ]ekufp=.k ]

dyk] ijEijk] dbZ n’kd mijkUr Hkh ladze.kdkyhu 
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nkSj ls xqtj jgh gS] ysfdu Hkfo’; esa blds 

<ksl ,oa ldkjkRed ifj.kke fn[kkbZ nsxs ],sls “kqHk 

ladsr vo’; feyus yxs gSA 'kklu )kjk tutkfr 

ds fy, fo’ks"k izf’k{k.k f’kfoj yxkus ]izns’k esa lekt 

tkx:drk ,oa cSBd gksrs jgrs gSA vkSj “kklu us 

tutkfr; fo|ky; Hkh [kskyk tk jgk gSA blls 

izknsf"kd Lrj ij tutkfr laLd`fr ]ekufp=.k dyk] 

ijEijkxr vkSj vk/kqfudrk nksuksa dks cuk;s j[ksxk 

vkSj tutkfr dh u;h ih<h rS;kj djus esa 

lgHkkfxrk gksxkA rkfd bDdhloha lnh ,d uohu 

xzkeh.k lekt dk f’kykU;kl lEHko gks lds o fod-

sUnzhdj.k ds okLrfod y{;ksa dks O;ogkj esa izkIr 

fd;k tk lds ]fdUrq ,slk rHkh laHko gS tc ;g 

tutkfr usr`Ro lrr% tkx:drk fdz;k’khyrk] 

fu;a=.k&funsZ’ku o leUo; dh {kerk dk ifjp; 

nsrs gq, vius nkf;Roksa dks le>s vU;Fkk vfLFkj 

fn”kkghu vYif’kf{kr ]vuqRrjnk;h o mnklhu 

tutkfr ekufp=.k dyk] laaLd̀fr ]ijEijkxr 

O;oLFkk ds fy, vk/kqfudrk og O;oLFkk ds fy,  

fujFkZd fl) gks ldrk gSA  

 

rkfydk,W 
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A study on Employee’s performance appraisal system of Banks in Jagdalpur city 

 

Dr. Aruna Pillay 
Dept of Commerce, Christ College, Jagdalpur, Bastar (Chhattisgarh), India 

 

Abstract 

Human resource management (HRM or simply HR) is a function in organizations designed to maxi-

mize employee performance in service of their employer’s strategic objectives.HR is primarily con-

cerned with how people are managed within organizations, focusing on policies and systems. HR 

departments and units in organizations are typically responsible for a number of activities, includ-

ing employee recruitment, training and development, performance appraisal, and rewarding (e.g., 

managing pay and benefit systems). HR is also concerned with industrial relations, that is, the bal-

ancing of organizational practices with regulations arising from collective bargaining and govern-

mental laws. Among the core HR activities there are payroll, time and labour management, benefit 

administration and HR management. These activities correlate with the HR objectives which are 

largely the responsibility of Human Resources. In this project  “ A study on employee’s perform-

ance appraisal system of Banks in Jagdalpur city”, the questionnaire methodology was adopted 

and the employees working in both Private and Public sector bank were contacted in order to know 

about the performance appraisal system of their respective Banks. The area of the study was re-

stricted to Jagdalpur and only 100 respondents were selected. 

Introduction of Performance Appraisal  

Performance Appraisal is the systematic evalua-

tion of the performance of employees and to un-

derstand the abilities of a person for further 

growth and development. Performance appraisal 

is generally done in systematic ways which are 

as follows: 

1. The supervisors measure the pay of employ-

ees and compare it with targets and plans. 

2. The supervisor analyses the factors behind 

work performances of employees. 

3. The employers are in position to guide the 

employees for a better performance. 

Performance appraisals are a valuable perform-

ance management tool to evaluate the perform-

ance and value employees provide as well as set 

goals for the next review period. Most compa-

nies conduct performance appraisals annually, 

but they may also be done after a new hire com-

pletes the first 90 days of employment or on a 

monthly basis in situations where performance is 

an issue. Performance appraisal is the procuring, 

analyzing and documenting of facts and informa-

tion about an employee's net worth to the organi-

zation. It aims at measuring and constantly im-
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proving the employee's present performance and 

tapping on the future potential. 

Objectives of Performance Appraisal  

Performance Appraisal can be done with follow-

ing objectives in mind: 

 To maintain records in order to determine 

compensation packages, wage structure, sala-

ries raises, etc.  

 To identify the strengths and weaknesses of 

employees to place right men on right job 

 To maintain and assess the potential present 

in a person for further growth and develop-

ment. 

 To provide a feedback to employees regard-

ing their performance and related status.  

 It serves as a basis for influencing working 

habits of the employees.  

 To review and retain the promotional and 

other training programmes. 

 Provide the opportunity for organizational 

diagnosis and development 

  Facilitate communication between employee 

and employer 

 Validate selection techniques and human re-

source policies to meet regulatory require-

ments. 

 To improve performance through counseling, 

coaching and development. 

 To motivate employees through recognition 

and support. 

Uses of Performance Appraisal  

1. Promotions 

2. Confirmations 

3. Training and Development 

4. Compensation reviews 

5. Competency building 

6. Improve communication 

7. Evaluation of HR Programs 

8. Feedback & Grievances 

Methods of Performance Appraisal  

There are numerous methods in use to appraise 

employee performance depending upon the size 

and nature of the organizations. A common ap-

proach to assess performance is to use a numeri-

cal or scalar rating system whereby managers are 

asked to score an individual against a number of 

objectives/attributes. 

In some companies, employees receive assess-
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ments from their manager, peers, subordinates, 

and customers, while also performing a self as-

sessment. The most popular methods used in the 

performance appraisal process can be divided in 

two categories: 

Traditional methods 

Modern methods 

Traditional methods include, Ranking methods, 

Graphic Rating Scale method, Critical Incidents 

Method, Checklist Methods, Essay Method and 

Field Review Method. 

Modern Appraisal methods include, Manage-

ment by Objectives, 360 – Degree Feedback Ap-

praisal, Behaviorally Anchored Rating Scales, 

Assessment Genre, Human Resource Account-

ing, and Balanced Scorecard. 

Objective of the Study 

To study the performance appraisal activities in 

Banks of Jagdalpur. 

To find out helpfulness of appraisal program in 

employee’s performance. 

To study the effectiveness of motivation program 

in Banks. 

Identification of the techniques of performance 

appraisal followed in Banks. 

To determine the satisfaction level of the em-

ployees. 

To provide suggestions and recommendations 

from the study 

Research Methodology 

Sample Size:- 

The Researcher has proposed to interview the 

respondents who were working in various banks 

in Jagdalpur and they were selected as the sam-

ple for the study. 

Sources of data:- 

The study is based on both primary and secon-

dary data. 

 

Primary Data 

The primary data were collected through struc-

tured questionnaire. 

Basically there are two types of sampling first; is 

Census sampling and secondly; Random sam-

pling as it is not possible for us to go through all 

the people in Jagdalpur so we have opted for 

Random sampling the sample size taken for this 

project is 100 respondents were given question-

naire to be filled and response was given by 

them. I did the data analysis and Interpretation of 

the data collected and on that bases project con-

clusion is made. 

 

Secondary Data 

The required secondary was collected from 

books, magazines and websites and other publi-

cation available in the college library. 

Data collection Technique:- 

The questionnaire has been designed and sup-

plied to the respondents for collecting primary 

data from the employees. 

 

Limitations of the Study 

Gathering information to conduct the survey was 

a problem because the respondents were usually 

busy and had difficulty finding time to complete 

the questionnaire. 

Many people were less interested to fill the ques-

tionnaires. 

Respondents were not aware of the topics. 
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Respondents were not ready to disclose their 

bank’s information and personal information. 

Following Banks did not permit to do research 

on their banks: 

               -Punjab National Bank. 

               -Canara Bank. 

               -Bank of India. 

               -Bank of Baroda. 

 

 

Findings and Results 

 

Q.1 Are you aware of the performance appraisal or any evaluation done by your superior? 

Interpretation -out of total respondents,95% of the respondents were aware of their performance 

appraisal/review done by their superior and only 5% of the respondents were unaware of any such 

activity.( see Table 1 and figure 1) 

Q.2 .Have you ever had performance appraisal/review since joining your bank? 

Interpretation -all the respondents had their performance appraisal/review since joining their re-

spective Banks. .( see Table 2 and figure 2) 

Q.3 How often is your performance appraised or reviewed? 

Interpretation - Out of total respondents 7% of the respondents said that their performance is be-

ing appraised or reviewed every month,10% said,16% said half yearly and 67% of the total respon-

dents said yearly. .( see Table 3 and figure 3) 

Q.4 Who conducts the performance appraisal  in  your  bank? 

Interpretation -out of the total respondents 67% of the respondents that their performance is being 

appraised by their immediate superior.18% of the respondents said that rating committees appraise 

their performance and 15% of the respondents said that they are appraised through self ratings. .

( see Table 4 and figure 4) 

Q.5Which method of performance appraisal is implemented in your organization?  

Interpretation -Out of the total respondents 38%of the respondents said that their Banks use tradi-

tional method of performance appraisal.43%of the respondents said that their bank use modern 

methods of appraisal.6% of the respondents said 360 degree method of appraisal is being used.7%of 
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the respondents said that both modern and traditional method of appraisal is being used by their 

banks. And 6%of the respondents were unaware of any such methods. .( see Table 5 and figure 5) 

Q.6. What kind of reward do you get after appraisal? 

Interpretation -Out of the total respondents 37% of the respondents said that they get monetary  

reward after appraisal.38% of the respondents said that they get non monetary rewards after ap-

praisal.12% of the respondents said that they get both monetary and non-monetary rewards after 

appraisal. and 13% of the respondents said that they don’t get either of the rewards. .( see Table 6 

and Figure 6) 

Q.7. Which is the most effective method of appraisal in your opinion? 

Interpretation -Out of the total respondents 29%of the respondents are of the opinion that tradi-

tional method is the most effective method of performance appraisal.37% of the respondents said 

modern methods and 34%of the respondents said 360 degree method of appraisal is most effective.

( see Table 7 and Figure 7) 

Q.8. Do you think performance appraisal helps people set and achieve meaningful goals? 

Interpretation -100% respondents believe that performance appraisal helps them to achieve mean-

ingful goal. ( see Table 8 and Figure 8) 

 

Findings 

 Out of the total respondents,73% of the respondents worked in public banks and only 27% of 

the respondents worked in private banks. 

 Most of the respondents were aware of the performance appraisal activity carried out in their 

respective banks. 

 Almost all the respondents had their performance appraisal/review since joining their respective 

banks. 

 Mostly public sector banks carry out performance appraisal of the employee yearly whereas pri-

vate banks carryout performance appraisal activity more often , like half yearly or quarterly. 

 In most of the banks immediate superior is the evaluator or appraiser of the employee. Few 

banks also have the system of rating committees. 

 Most of the respondents were aware of the methods used in performance appraisal. 
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 Most of the public banks use the traditional methods of appraisal on the other hand most of the 

private banks use modern methods of appraisal. 

 Out of traditional methods, rating scale technique is the most popular one, followed by ranking 

technique and confidential report system. 

 Out of modern methods, HR accounting is the most preferred technique of appraisal followed 

by MBO process and customer feedback method. 

 Most of the banks provide their employees with both monetary and non-monetary rewards after 

appraisal. 

 Almost all the respondents want to have the system of self rating. 

 Majority of the respondents feel that a modern method of appraisal is the most effective method 

of appraisal. 

 Performance appraisal helps in setting up of goals, improves motivation and job satisfaction. It 

also improves the performance of the employee 

 52% of the respondents feel that  PA has affected their morale and 48% of the respondents were 

not affected by the PA. 

 Credibility of the appraiser does affect the PAS. 

 Majority (83%) of the employees perceive the PA activity of their bank as develpomental.Few 

(12%) respondents perceive it as judgmental. 

 About 85% of the respondents are satisfied with the appraisal system of banks where as 15% of 

the respondents are  not satisfied. 

Suggestions  

 Banks should  introduce a separate HR department to take care of the employees. 

 Appraisal of performance should be done on the basis of achievements made by the employee 

in respect of internal and external environment and not on the basis of top management target. 

 In public banks, PAS is generally based on rating scales. It is conducted mostly for promotions. 

It has a role but restricted one. It never figures out what is lacking in an employee and how it 

should be further improved therefore performance appraisal should be conducted in such a way 

that it improves an employees performance. 

 The complaints channel has to be made more effective and functional. It should provide a satis-

factory reply to the employee’s complaints in time. And should take all the necessary actions. 

 In public Banks performance appraisal should be conducted more often and frequently. Public 

banks should also adopt  modern methods of appraisal other than the conventional ones. 
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 Performance appraisal should be carried out positively with intentions to bring out best in          

employees. 

 Banks should provide both monetary and non-monetary rewards to the employee from time to 

time as these rewards act as the biggest and most effective motivators. 

 Employees should be imparted knowledge and information regarding the process, methods and 

techniques of performance appraisal system. 

 Employees should be given an opportunity to rate themselves. 

 Assessment should not be confined to past performance alone.  Potentials of employee for fu-

ture must be assessed. 

Conclusion 

In this project  “ A study on employee’s performance appraisal system of Banks in Jagdalpur city”, 

the questionnaire methodology was adopted and the employees working in both Private and Public 

sector bank were contacted in order to know about the performance appraisal system of their re-

spective Banks. The area of the study was restricted to Jagdalpur and only 100 respondents were 

selected. 

After completing the survey I got to know about the importance of HR management in an organiza-

tion and performance of an employee being the most important factor in the further development of 

an employee and organization 

It is clear that both type of methods i.e. tradional method  and modern  method are used in banks for 

appraisal  purpose.. 

Motivating good employees in the Banks requires more than just thinking for banks to remain com-

petitive it has to be reality and for that reality to be implemented the linkage of performance ap-

praisal with the motivation of the employees is essential. 

It is found that the average age group of trainees are in their twenties or early thirties which signi-

fies that the consumer durable industry need more of young blood as enthusiasm is an integral part 

of the industry. 
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cPpu dkO;“ ßizd`frÞ&izsj.kk ,oa :i fo/kku 

 

MkW fot; y{eh cktis;h 

ØkbLV dkWyst]txnyiqj] ftyk cLrj] N-x- 494001 

 

lkjka'k 

izd`fr :i fo/kku ds vUrxZr gSA dfork vkSj izd`fr ijLij iwjd gSaA dfo dh dksey 

Hkkouk;ssa&izse rFkk Jàxkj vkfn dh vfHkO;fDr esa izd`fr dh egRroiw.kZ Hkwfed jgh gSA ;g izd`fr oLrqr% :i 

fo/kku ij vk/kkfjr gSA tks :i fo/kku dfork dh vkRek dks ;ksx ns] Hkkoksa dks ewrZ :i nsus esa tgka rd 

leFkZ gks lds ogha rd mldh lkFkZdrk gS vU;Fkk og J`axkj dk ckg~; izlk/ku ek= cudj jg tkrk gSA 

fgUnh dkO; esa izd`fr ,d 'kfDr ds :i esa tkuh tkrh jgh gSA dfooj iar us ßnsfo lgpjh ee 

izk.kÞ dgdj izd`fr ds izfr lEeku ,oa fu"Bk dk Hkko O;Dr fd;k gSA 

izLrkouk%& 

izd`fr :i fo/kku ds vUrxZr gSAdfork 

vkSj izd`fr ijLij iwjd gSaaAdfo dh dksey Hkkouk;sa 

izse rFkk J`axkj vkfn dh vfHkO;fDr esa izd̀fr dh 

egRroiw.kZ Hkwfedk jgh gSA ;g izd`fr oLrqr% :i fo/

kku ij vk/kkfjr gSA tks :Ik fo/kku dfork dh 

vkRek dks ;ksx ns] Hkkoksa dks ewrZ :i nsus esa tgkWa rd 

leFkZ gks lds ogha rd mldh lkFkZdrk gS vU;Fkk 

og J`axkj dk ckg~; izlk/ku ek= cudj jg tkrk 

gSA fCyl isjh dk dFku gS fd ßdfork dk nwljk 

uke :Ik fo/kku gS vkSj :i fo/kku dk bfUnz; jkx 

ls ?kfu"B laca/k gSAdfork bafnz;ksa ds ek/;e ls inkFkksZa 

dks Li"V djrh gS vkSj cks/k&xE; cukrh gS] fdUrq 

mldh tkudkjh ugha nsrhA vr% ge dg ldrs gaS 

fd :i fo/kku dk fuekZ.k 'kCnksa ls ugh gksrk cfYd 

og rks bafnz;kuqHkwfr ek= gSAÞ1  

dfork dk lkSan;Z%& 

dfork dk lkSUn;Z uohu :i fo/kku]

u;s :id vkSj u;s miekuksa ls fu[kj mBrk gS]

D;ksafd izkphu :i fo/kku rFkk izrhd fujarj iz;ksx 

ds dkj.k dkQh f?kl tkrs gSa ftuesa vFkZ ogu djus 

dh {kerk izk;% de gks tkrh gSA fdUrq :i fo/kku 

dk laca/k varjax ls vf/kd vkSj cfgjax ls de gksuk 

pkfg,A 

dfo ftl fo"k; dks vius ikBdksa ;k 

Jksrkvksa ds le{k mifLFkr djuk pkgrk gS mlds 

izfr mldh Lor% ,d fu"Bk vuqHkwfr ;k Hkkouk gksrh 

gSA og Lo;a ml fo"k; ls fu"Bk ,oa Hkkouk T;ksa dk 

R;ksa fdlh nwljs ds ân; esa ladkzUr dj nsrk gSA 

lkSUn;Z&fo/kkf;uh dYiuk ds lgkjs dfork 

dk vlaHkkO; d`f=e :Ik laHkkO; izkd̀r :i esa cny 

tkrk gSA 

ßvyadkj ds uo fo/kku esa bldk 

vkaf’kd :Ik izdV gksrk gS]fdUrq iw.kZ:Ik leku izHkko 

mRiUu djusa esa gSAdsoy vyadkj dh j{kk esa 

iz;Ru’khy :id]mRisz{kk vkfn ds iz;ksx esa bldk ek/

kq;Z u"V gks tkrk gS fdUrq izHkko dh rhozrk]xaHkhjrk 

vkSj LFkkf;Ro vafdr djus ds iz;kl esa vyadkj fo/
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kku dYiuk dk vax cu vfHkuo lkSUn;Z dh iwf"V  

djrk gSA Nk;koknh dforkvksa esa dYiuk ds bl :i 

dk fo’kn fp= mifLFkr fd;k x;k gSAÞ2 

dfork vkSj :i fo/kku%& 

vkpk;Z jkepanz 'kqDy us :i fo/kku dh 

rhu dksfV;ka dh gSA%& 

 izR;{k 

 Le`r 

 dfYir :i fo/kku 

dkO; esa ;g furkUr vko’;d ugha dh :i 

lkE; ds fy, vkdkj izdkj esa lEiw.kZ lekurk gks 

vFkok /keZlkE; ds fy, xq.k dh iwjh lekurk nksuksa 

inkFkkZsa esa leku :i ls gh fo|eku jgsAlkn`’; fcEc 

izfrfcEc :i vkSj lk/kE;Z &oLrq&izfroLrq /keZ nksuks 

gh dkO; es Hkko O;atdrk esa lgk;d gksrs gSaAÞ3 

ßcPpuÞ us ^e/kq’kkyk* esa ukjh dk :i 

fp=.k djrs le; izkd`frd miknkuksa dk vkJ; 

fy;k gSA ftl /ofu dks dfo igpkurk gS]ftl ix 

ds ryos dh ykyh uanu ou esa mxus okyh esagnh dh 

ykyh ln`’k gSA 

ß;g pkan mfnr gksdj uHk esa] 

dqN rki feVkrk thou dk 

ygjk&ygjk dj 'kk[kk;sa 

dqN 'kksd Hkwyk nsrk eu dkAÞ4 

ßdgrs gSa]rkjs xkrs gSaA 

lUukVk olq/kk ij Nk;k] 

uHk esa geus]dku yxk;k] 

fQj Hkh vxf.kr daBks dk ;g jkx ugha ge lqu ikrs gSa] 

dgrs gS rkjs xkrs gSaA 

LoxZ lquk djrk ;g xkuk] 

i`Foh us rks cl ;g ekuk] 

vxf.kr vksl d.kksa esa rkjksa ds uhjo vkalw cgrs gSaA5 

cPpu dkO; esa izkd`frd :Ik fo/kku viuh 

fo’ks"krkvksa ds lkFk fo|eku gSA 

vfr izkphu dky ls gh cgqvkssa dh ykt 

dh e;kZnk dks cuk;s j[kus ds fy, mUgsa Mksyh esa 

cSBkdj ,d LFkku ls nwljs LFkku rd ys tkus dh 

izFkk pyh vk jgh gSA 

:i&fo/kku ,d uUgk lk 'kCn fp= gS 

ftldk mi;ksx dfo vFkok ys[kd vius Hkkoksa ,oa 

fopkjksa dh O;k[;k djds mls cks/kxE; vkSj Li"V 

djus ds fy, djrk gSA 

ßvizLrqr :Ik fo/kku miek] :id mRisz{kk] 

lansg] Hkzakfr] viUgqfr] nhid] vizLrqr¼iz’kalk½ vkfn 

lkn`’; ewyd vyadkjks ds :i esa vkrk gS vkSj y{k.k 

vyadkjks ds :i esa vkrk gSAfl) dfo;ksa dh n`f"V ls 

gh vizLrqrksa dh vksj tkrh gS tks izLrqrksa ds leku 

gh lkSUn;Z]nhfIr]dkafr]dkseyrk]izpaMrk]Hkh"k.krk]mxzrk]

mnklh]volkn f[kUurk vkfn dh Hkkouk txkrs gSAÞ6 

cPpu dh izkjafHkd d`fr;ksa esa oS;fDrd vuqHkwfr 

esa :i fo/kku%& 

cPpu dh izkjafHkd d`fr;ksa esa oS;fDrd 

vuqHkwfr;ksa dk rhoz n’kZu mUgsa e/kq’kkyk esa cgdk ys 

tkrh gSA fgUnh dkO; txr esa gkykokn dk ;g Lrj 

furkUr uohu FkkA gkyk dk eknd izHkko de 

gksrs&gksrs cPpu th ß,dkar laxhrÞ ßfu’kk&fuea=.kÞ 

rFkk ßlrjafxuhÞ tSlh d`fr;ka ysdj izLrqr gq;s 

ftuesa oLrq&fp=.k ds lkFk :Ik&fp=.k Hkh viuh 

ijkdk"Bk ij igqWapk gqvk gSA ;|fi bu jpuvkaaas esa 

dgha&dgha LFkwy fp= ds uke ij ekalyrk mHkj xbZ 
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gS]fdUrq budk dykRed n`f"V&dks.k dgha Hkh 

ijkftr ugha gqvkAcPpu th dh ;g izo`fRr vkfn ls 

vUr rd ,d gh fn’kk esa Hkkoj ysrh jgh gS]og 

izo`fRr gS izse vkSj fujk’kk dhA 

Nk;kokn dh lw{ke vk/;kfRed vWaf/k;kjh]

idM+ esa u vkus okyh v’kjhjh lkSUn;Z dYiuk rFkk 

lw{e] ,sfUnz;rk ds fo:) tks Loj mBs muesa vapy] 

cPpu rFkk ujsUnz ds Loj vf/kd eq[kj gq;sA 

ßbu iqdkjksa dh izfr/ofu] 

gks jgh esjs ân; esaaa] 

izfrPNkf;r tgka tgka ij] fla/kq dk fgY-

yksy&daiuA 

rhj ij dSls :dwa eSa] 

vkt ygjksa esa fuea=.kAÞ7 

ß<ksyd Buds] 

:Bh eu ds  

:Bs fiz;re ds f}x fcgSls 

?ku cjlsAÞ8 

bl izdkj cPpu dkO; esa 

izkd`frd :Ik&fo/kku viuh fo’ks"krkvksa ds lkFk 

fo|eku gSA 

cPpu th dh e/kq’kkyk esa dfri; 

lkaLd̀frd midj.k feyrs gSa]ftuds ek/;e ls 

dgha&dgha [kaM fp= cu tkrs gSa]fdUrq fo’ks"kr% ;s 

feyki gh djrs gSaA fuEufyf[kr iafDr;ksa esa [kaM 

fp= izLrqe fd;k x;k gSA 

ßcus iqtkjh izseh ekyk xaxk ty ikou gkyk 

jgs Qsjrk vfojy xfr ls e/kq ds I;kyksa dh ekykA  

++++++Ekafnj gks ;g e/kq’kkykAÞ9 

iqtkjh eafnj esa cSBdj b"Vnso ds uke dh 

ekyk tirk gSA blesa iqtkjh]xaxkty vkSj eafnj dh 

vorkj.kk djds ,d lkaLd`frd okrkoj.k rS;kj 

fd;k x;k gSAiqtkjh ij lkdh dk] xaxkty ij gkyk 

dk] ekyk ij e/kq ds I;kyksa dk]rFkk eafnj ij e/

kq’kkyk dk vkjksi djds ,d laf’y"V fp= dk 

vk;kstu fd;k x;k gSA dfo dk vk’k; ;gka gkyk 

vkSj e/kq’kkyk dk xq.kxku djuk jgk gSA ftlds fy, 

mi;ZqDr lkaLd`frd miknkuksa dk vkJ; fy;k x;k 

gSA 

oLrq fLFfr dk fp=.k djds lkaLd̀frd 

ijEijk dk fuokZg fuEufyf[kr iafDr;ksa esa dkQh 

lQyrk ds lkFk fd;k x;k gSA 

ßesjs v/kjksa ij gks vafre oLrq u rqylhny I;kyk 

esjh ftg~ok ij gks vafreoLrq u xaxkty gkyk  

esjs ’ko ds ihNs pyus okyh ;kn bls j[kuk 

ßjke uke gS lR;Þ u dguk]  

dguk lPph e/kq’kkykÞ10 

fgUnq laLd`fr ds vuqlkj ejrs le; eqag esa 

xaxkty rFkk rqylh dh iRrh Mky nh tkrh gSA ;s 

nksuksa oLrq;sa viuh ifo=rk ds fy, izfl) gSaA ;gka 

gkyk vkSj I;kyk ds ek/;e ls mlh oLrqfLFkfr dk 

Hkku djk;k x;k gSA dfo ijEijk fofgr ifjfLFkfr;ksa 

dk dk;y ugha gSA og vafre le; esa v/kjksa ij 

I;kyk vkSj gkyk j[kuk pkgrk gS vkSj 'ko ds ihNs 

pyus okyksa dks ßlPph e/kq’kkykÞ dgus dk vkns’k 

nsrk gSA bl dFku ls fp= ugha curk gSA blesa 

euq"; dks ml fLFkfr dk Hkku gksrk gS] tc og e`R;q 

ds lehi igqWap x;k gS] vkSj iwjs ifjokj ds yksx 

ijEijk dk ikyu djrs gSaA 

dfo mlh izdkj vxyh iafDr esa Hkh 
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ßlkaLd̀frd ijEijk ds fuokZg dk gh fp=.k djrk 

gSAog dgrk gS fd esjh fprk ij ?k`r dk ugh 'kjkc 

dk ik= mM+syk tk; vkSj ?kV dks vaxwj dh yrk ls 

ckWa/kk tk; ftlesa ?kh ds cnys gkyk gks vkSj Jk) 

djrs le; czkg~E.kksa dks u f[kykdj ihus okyksa dks 

cqykdj e/kq’kkyk dk njoktk muds fy, [kksy fn;k 

tk;AÞ11 

fgUnw laLd`fr esa 'ko dks tykus ls iwoZ 

fprk esa dkQh ek=k esa ?kh Mkyk tkrk gS] rRk~i’pkr 

isM+ dh Mky ls ?kV ¼ty ls Hkjk ,d feêh dk ik= 

ftlds iasns lsa ikuh Vidrk gS½ cka/kk tkrk gSA 

ftlesa ty Hkj fn;k tkrk gSA ,slk fo’okl fd;k 

tkrk gS fd cwan&cwan dj] Vidus okyk ty e`rd 

O;fDr ds eqag esa tkrk gSA ukS fnu rd ;g ?kV isM+ 

ls caa/kk jgrk gS] nlosa fnu mls oSfnd jhfr ls rksM+ 

fn;k tkrk gS vkSj mu&mu oLrqvksa dk nku fd;k 

tkrk gS ftldk mi;ksx e`rd O;fDr vius 

thou&dky esa djrk FkkA rsjgosa fnu Jk) fd;k 

tkrk gS] ftlesa czkgE.kksa dks Hkkstu djk;k tkrk gSA 

;gh n`’; bu iafDr;ksa esa lkdkj gks mBk 

gSA;|fi fdlh vizLrqr dk fo/kku ugha fd;k x;k 

gS]fQj Hkh ßcPpuÞ us viuh fLFkfr dk ;FkkFkZ fp= 

[khapus esa lQyrk ikbZ gSA mlh izdkj dk fp= bu 

iafDr;ksa esa feyrk gS& 

ßtc fut fiz;re dk 'ko jtuh re ds 

pknj ls <d nsxhAÞ12 

fdUrq ;gkWa izkd`frd midj.kksa ds ek/;e ls 

lkaLd̀frd fp= izLrqr fd;k x;k gSAjtuh vius 

fiz;re dk 'ko re :ih dQu ls <Wad nsrh gSA 

rkRi;Z];g fd lalkj esa rc va/ksjk gh va/ksjk gks 

tk;sxkAblh Hkko dks O;Dr djus ds fy, 'ko vkSj 

pknj dh dYiuk dh xbZ gSA izdk’k ds fouk’k vkSj 

va/kdkj ds vkxeu dk fp= bu iafDr;ksa esa Li"V gks 

tk;sxkA 

fu"d"kZ 

vr% Li"V gS fd cPpu dkO; esa izd`fr 

fp=.k ds fofo/k i{k viuh viuh lexzrk ds lkFk 

mifFkr gaS] muesa ek/kq;Z] deuh;rk] ljyrk] 

lgtrk ,oa fo’oluh;rk ds xq.k fo|eku gSaA 

lgk;d lanHkZ xzaFkksa dh lwph 

 Perry Bliss- A study of poetry p-48 

 ik.Ms jke f[kykou&dkO; vkSj dYiuk i`"B-19 

 y{eh ukjk;.k ¼e`|ka’kq½ dkO; esa vfHkO;atukokn i`"B-

97 

 cPpu ^lksiku* i"̀B-39 

 cPpu ygjksa dk fuea=.k 

 vkpk;Z 'kqDy jkepanz fgUnh lkfgR; dk bfrgkl i`"B

-808 

 cPpu ygjksa dk fuea=.k 

 cPpu pkj [ksesa pkSlB [kwWaVs ¼o"kkZeaxy½ 

 cPpu lksiku i"̀B-23 

 cPpu lksiku i"̀B-29 

 cPpu lksiku i"̀B-30 

 cPpu lksiku i"̀B-57 
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Abstract 

Customer satisfaction continues to be one of the most important topics in insurance companies. 

Consequently, theorists are continuing to explore new models and methods that may unlock mean-

ingful information about customer satisfaction. This study was conducted on in various parts of 

Raipur city who had taken policies. This study was done through the being asked to fill up the ques-

tionnaires which were specifically designed to find out their satisfaction level towards the insur-

ance policies of HDFCSLIC. The company deals with varieties of policies like individual products, 

group products, social products and rural products. The company has number of customers. The 

research design used for this study is descriptive research. The data were collected on both primary 

and secondary data. The sample size of the study is 150 customers used to this study. Data analysis 

was carried out and findings are listed down. Suitable suggestions have been provided and hope 

it’s useful for the company. This study revealed that the most of them are satisfied with the policies 

they have taken and there are certain who were not comfortable with the company policies. The 

company should take these into consideration and have to improve where they are weak. 

KEY WORDS: Customer Satisfaction, Customers. 

INTRODUCTION 

In today's increasingly competitive environment, 

quality services and customer satisfaction are 

critical to corporate success. Delivering high 

quality services is closely linked to profits, cost 

savings and market share. As stated by Piercy 

(1995), it is striking that one of the few elements 

that links many of the otherwise disparate rec-

ommendations made to managers over the past 

several decades has been the need to focus on 

customer satisfaction as a route to sustained high 

performance. Companies should, to a much 

higher degree, be aware of the fact that customer 

dissatisfaction equals both defection and long-

term losses. As stated by various authors 

(Ballantayne et al. 1996; Berry, 1986; Collier, 

1994; Schneider and Bowen, 1995): It is easier - 

and much cheaper - to keep existing customers 

than to get new ones. Additionally, another bene-

fit from achieving satisfied customers is the fact 

that the willingness to repurchase is much higher 

for satisfied customers than for dissatisfied and 

indifferent ones. Despite this awareness concern-

ing the importance of customer satisfaction, it is 

beyond the ability of many of today's service 

companies to maintain satisfied customers. 
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NEED OF THE STUDY 

This study would enable HDFC-SLIC to identify 

the customer satisfaction towards their products 

(i.e.) life insurance policies. This study is very 

necessarily needed to fulfil their customer re-

quirements. Secondly it is to enhance the busi-

ness development and also to provide the extra 

services to their. It is to understanding the feel-

ings regarding their products and also to know 

the comments regarding their products. Finally 

to understanding the customer behaviour which 

has to determine the various in place of Raipur. 

 

SCOPE OF THE STUDY 

The main purpose of this study is to know the 

customer satisfaction level among of HDFC 

SLIC .To know the reason for purchasing the 

other policies to develop market competency and 

better ways of customer satisfaction. To know 

the reason for preferring the HDFC SLIC’s in-

surance products. To know the market position 

of the various products. This study will help to 

identify the satisfaction level . 

 

OBJECTIVES OF THE STUDY 

1. To know the on customer satisfaction level of 

life insurance policies of HDFC standard life in-

surance company in Raipur. 

2. To find out the complaints or grievances 

against the products of SLIC. 

3. To find out the reach ability of the products in 

and around people of life insurance policies 

4. To determine satisfactory level towards the 

features and characteristics of the product of-

fered. 

5. To find out whether they are satisfied with 

various types of premiums and methods of pre-

mium payments. 

 

RESEARCH METHOLODOGY 

 

Primary Data And Secondary Data 

 

The primary data was collected by a survey. The 

data is collected from the customers by direct 

interview method with the use of structured 

questionnaire. The secondary data is collected 

from the internal records of the company and 

library references. It includes company informa-

tion, etc. 

 

SAMPLING 

The total sample size compressing 150 custom-

ers of HDFC SLIC. A random sample is one 

chosen by a method involving an unpredictable 

component. 

 

FINDINGS 

From the study it is inferred that 22% are satis-

fied, 30% are highly satisfied with the service 

provided to the customer , 24.6% of are dissatis-

fied and 23.4% customers are highly dissatis-

fied,30% are satisfied and 25.3% are Highly sat-

isfied on operating mode ,23.3% of customers 

are dissatisfied and 21% of customers are highly 

dissatisfied on operating mode ,22% of the cus-

tomers are satisfied and 33% of the customers 

are highly satisfied on product information, 23% 
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are dissatisfied and 21% of the customers are 

highly dissatisfied on product information. 30% 

of the customers says that they are highly se-

cured , 25%f the customers says that they are 

secured,23% of the customers says that they 

might be secured in HDFC SLIC,21% of the cus-

tomers says that they have no idea. From the re-

search it is inferred that 45% of the customers 

are interested in joining as financial consultant in 

and rest 55% of customers are not interested in 

joining as financial consultant .From the study it 

is inferred that 52% of customers accepted that 

HDFC is having enough no of branches near by 

their residential areas and 48% of customers did-

n’t accept. It is inferred that 52% of the custom-

ers says that they know HDFC  SLIC is having 

various modes for paying premium and 48% of 

the customers says that they don’t know HDFC 

SLIC is having various modes for paying pre-

mium. It is inferred that 27% of the customers 

said very good about SDM,19% of the customers 

said good about SDM,20% of the customers said 

neither good or bad,17% of the customers said 

poor about SDM and 18% customers said very 

poor about SDM. 

 

SUGGESTIONS 

It is suggested that the company communicates 

new plans and policies introduced through news 

letter and mails to the customer. Employees must 

be trained to give the information and help pro-

vided by the company. The company must take 

steps to improve the benefits and returns of the 

policies and implement schemes which are more 

beneficiary. Whenever they have doubt there 

must be 24/7 support and must be met directly 

even if they are in long distance so that they get 

close interaction with the employees and belief 

in the company and the company policies. Effec-

tive advertisement can increase the product 

awareness towards the public and also increases 

the sales volume of the product. 

 

CONCLUSIONS 

The study on customer satisfaction of HDFC 

SLIC is a great useful to the company. They 

come to know the areas of improvement and ar-

eas where they are really good. HDFC SLIC is 

having good brand image in midst of the Raipur 

people. More over most of the HDFC SLIC are 

satisfied with the service rendered to them. They 

understand the needs of the customer and they 

act according to that so that each and every cus-

tomer can be satisfied. This study is a great help-

ful to company. This study gives me a good 

practical knowledge and also helps to know the 

reaction. They are the back bone for every busi-

ness. So their requirements have to be fulfilled. 

HDFC SLIC too is trying to satisfy most of the 

customer. If they follow the suggestions given in 

the study it will be a great useful to build a good 

customer relationship and can be the no 1 insur-

ance company in India. 
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